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Sum of Components 

•  Blazars, star-forming galaxies and radio galaxies can explain the intensity 
and the spectrum of the EGB 

Preliminary 

As usual: it does not include the systematic uncertainty on the EGB!

Cosmic Gamma-ray Background

• FSRQs (Ajello+’12), BL Lacs (Ajello+’14), Radio gals. (YI’11), & Star-
forming gals. (Ackermann+’12)

Ajello at HEM14



Extragalactic Background Light (EBL)
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Gamma rays are attenuated by EBL
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Blazars

• Non-thermal emission from 
radio to gamma-ray 

• Two peaks 

• Synchrotron 

• Inverse Compton 

• Luminous blazars tend to 
have lower peak energies 
(Fossati+’98, Kubo+’98)
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EBL Constraints from Gamma Rays

• Fermi and H.E.S.S. derived the EBL opacity or intensity using the 
combined spectra of blazars (see also Gong & Cooray ’13, Dominguez +’13). 

• Inconsistent with the NIR EBL excess. 

• They assume simple log-parabola or power-law spectra.

sources above the critical energy (30). This in
turn depends on a precise description of the
gamma-ray spectra by our source parametriza-
tion. To verify that this is the case and to ex-
clude the possibility that the detected absorption
feature is intrinsic to the gamma-ray sources (17),
we performed the analysis in three independent
redshift intervals (z < 0.2, 0.2 ≤ z < 0.5, and 0.5 ≤
z < 1.6). The deviations from the intrinsic spectra
in the three redshift intervals are displayed in Fig.
2. In the local universe (z < 0.2), EBL absorption
is negligible in most of the Fermi-LAT energy

band (Ecrit ≥ 120 GeV). The lowest redshift in-
terval therefore reveals directly the intrinsic spec-
tra of the sources and shows that our spectral
parametrization is accurate (18). The absorption
feature is clearly visible above the critical energy
in the higher redshift bins. Its amplitude and mod-
ulation in energy evolve with redshift as expected
for EBL absorption. In principle, the observed
attenuation could be due to a spectral cutoff that
is intrinsic to the gamma-ray sources. The absence
of a cutoff in the spectra of sources with z < 0.2
would require that the properties of BLLacs change

with redshift or luminosity. It remains an issue of
debatewhether such evolution exists (31–34). How-
ever, in case itwere present, the intrinsic cutoffwould
be expected to evolve differently with redshift than
we observe. To illustrate this effect, we fitted the
blazar sample assuming that all the sources have an
exponential cutoff at an energy E0. From source
to source, the observed cutoff energy changes be-
cause of the source redshift and because we as-
sumed that blazars as a population are distributed
in a sequence such as that proposed in (31–34).
E0 was fitted to the data globally like b above. As
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Fig. 1. Measurement, at the 68 and 95% confi-
dence levels (including systematic uncertainties
added in quadrature), of the opacity tgg from the
best fits to the Fermi data compared with predic-
tions of EBL models. The plot shows the measure-
ment at z ≈ 1, which is the average redshift of the
most constraining redshift interval (i.e., 0.5 ≤ z <
1.6). The Fermi-LAT measurement was derived com-
bining the limits on the best-fit EBL models. The
downward arrow represents the 95% upper limit on
the opacity at z = 1.05 derived in (13). For clarity,
this figure shows only a selection of the models we
tested; the full list is reported in table S1. The EBL
models of (49), which are not defined for E ≥ 250/
(1 + z) GeV and thus could not be used, are reported
here for completeness.
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H.E.S.S. collaboration: The EBL imprint on H.E.S.S. spectra
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Fig. 5. Flux density of the extragalactic background light versus wave-
length. The 1σ (statistical) contours derived for several energy ranges
are described in the top-right legend. The systematic uncertainty is
added quadratically to the statistical one to derive the H.E.S.S. con-
tour. Lower limits based on galaxy counts and direct measurements are
respectively shown with empty upward and filled downward pointing
triangles (extracted from Gilmore et al. 2012). The region excluded by
Meyer et al. (2012) with VHE spectra is represented by the dashed area.

Table 6. Measured normalization of the EBL optical depth, correspond-
ing to the 1σ (statistical) contours shown in Fig. 5.

τmeasured/τFR08 λmin−λmax λFλ(λmin)−λFλ(λmax)
µm nW m−2 sr−1

1.27+0.18
−0.15 1.2−5.5 14.8+2.1

−1.7−4.0+0.6
−0.5

1.34+0.19
−0.17 0.30−5.5 3.1 ± 0.4−4.2+0.6

−0.5

1.05+0.32
−0.28 1.2−17 12.2+3.7

−3.3−3.2+1.0
−0.8

Notes. The second column indicates the wavelength range where this
measurement is valid and the third column the corresponding flux den-
sities. The first line corresponds to the full data set. The second and
third lines indicate the value derived with smaller data sets focussed on
specific energy ranges. The systematic uncertainty on the measurements
listed in the first column is 0.25.

The detailed study of the dependence of the systematic uncer-
tainties on the wavelength, based e.g. on deviations from the
EBL template model, is beyond the scope of this paper but the
comparison of various modellings in a complementary redshift
band and wavelength range by The Fermi-LAT Collaboration
(Ackermann et al. 2012) supports our choice of template.

The contours lie in between the constraints derived with
galaxy counts and the direct measurements. A good agreement
with the VHE upper limit derived by Meyer et al. (2012) is also
found over the wavelength range covered, with a maximum dis-
crepancy between 1 and 2 µm smaller than the 1σ level. The
analysis performed enables a measurement of the COB peak flux
density of λFλ = 15.0+2.1

−1.8 ± 2.8sys nW m−2 sr−1 at 1.4 µm, where
the peak value and uncertainties are derived by scaling up the
FR08 EBL flux density by a factor α0. This value is compatible
with the previous constraints on the EBL flux density derived
with H.E.S.S. data by Aharonian et al. (2006c).

5. Summary and conclusion

The spectra of the brightest blazars detected by H.E.S.S. were in-
vestigated for an EBL absorption signature. Assuming intrinsic
spectral smoothness, the intrinsic spectral curvature was care-
fully disentangled from the EBL absorption effect. The EBL
imprint is detected at an 8.8σ level, which constitutes the first
measurement of the EBL optical depth using VHE γ-rays. The
EBL flux density has been evaluated over almost two decades
of wavelengths with a peak amplitude at 1.4 µm of λFλ =
15 ± 2sys ± 3sys nW m−2 sr−1, in between direct measurements
and lower limits derived with galaxy counts.

The low energy threshold achieved with the upgrade of the
H.E.S.S. array, H.E.S.S. II, will enable the observation of the
unabsorbed population of γ-rays and improve the constraints
on the intrinsic spectra and thus on the absorption feature. The
trough between the COB and the CIB will be characterized by
the Cherenkov Telescope Array (CTA, Actis et al. 2011) which
will probe energies above 50 TeV. Finally, the increasing size
of the sample of blazars detected at very high energies will im-
prove the constraints on the redshift dependence of the EBL and
establish a firm observational probe of the thermal history of the
Universe.
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Dark Energy & Gamma rays?

• Derive the cosmic expansion rate using gamma-ray horizon. 

• Future data may allow to constrain cosmological 
parameters.
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Figure 1. Left panel: the CGRH for different values of the Hubble constant, as predicted from the empirical EBL modeling by D11 described in the text, are shown
with several line styles and colors (a flat ΛCDM cosmology with matter density Ωm = 0.3 is assumed). The CGRH data are taken from Ackermann et al. (2012, filled
green squares) and D13 (filled blue circles). The error bars include the total uncertainty (statistical plus systematic). Right panel: same as left panel but all the E0
values have been normalized to the empirical CGRH derived for the fiducial cosmology with h = 0.7 and Ωm = 0.3.
(A color version of this figure is available in the online journal.)

3. MEASURING THE HUBBLE CONSTANT
FROM γ -RAY ATTENUATION

3.1. Theoretical and Observational Background

The potential of measuring the Hubble constant from γ -ray
attenuation was already pointed out two decades ago by Salamon
et al. (1994) and Mannheim (1996), when the γ -ray experiments
at that time could only study a few sources on the entire sky.
In the last decade, Blanch & Martinez (2005a, 2005b, 2005c)
studied, in a series of papers, the potential of using the CGRH
to constrain cosmology. These investigations were motivated
by the starting operation of the new IACTs such as H.E.S.S.,
MAGIC, and VERITAS (Hinton 2004; Lorenz 2004; Weekes
et al. 2002, respectively). Blanch & Martı́nez used simulated
VHE spectra of blazars, at different redshifts, to estimate how
relevant cosmological parameters could be constrained. Their
analysis was based on the fact that the CGRH depends on
the propagation of the VHE photons through cosmological
distances, which is dependent on cosmology. Yet, they neglected
the contribution on the cosmological dependence encoded in the
evolution of the EBL spectral intensity with redshift. These two
effects are consistently considered in our analysis. Barrau et al.
(2008) also understood the potential of γ -ray attenuation to
constrain cosmological parameters. They derive a lower limit
of the Hubble constant, H0 > 74 km s−1 Mpc−1 at a 68%
confidence level, from the observation of γ -ray photons coming
from a flare of the blazar Mkn 501, which was detected by
HEGRA (Aharonian et al. 1999).

Independently, the knowledge of the EBL has largely im-
proved in the last few years (see, for a review, Primack
et al. 2011, Domı́nguez 2012, and Dwek & Krennrich 2013).
Recently, direct measurements in optical wavelengths of the
EBL in the local universe (Matsuoka et al. 2011; Mattila et al.
2012) have confirmed previous indications (e.g., Aharonian et al.
2006) of an EBL intensity level close to the estimations from
deep galaxy counts (e.g., Madau & Pozzetti 2000; Keenan et al.
2010). Furthermore, realistic EBL models based on large mul-
tiwavelength galaxy data sets such as the one found in D11
and a better theoretical understanding of galaxy evolution (e.g.,
Somerville et al. 2012; Gilmore et al. 2012) have allowed both

the understanding of the EBL at wavelengths where the de-
tection is not possible yet and the convergence of different
methodologies.

3.2. Methodology

We base our estimation of the Hubble constant on the
hypothesis that the evolving EBL is sufficiently well described
by the model presented in D11. This choice is supported, as
mentioned above, by independent observational data sets and
the convergence of EBL models using different methodologies.
The uncertainties in the EBL model, which are estimated by
D11, are also taken into account in our cosmological analysis.
We stress that the CGRH derived in the relevant redshift range
from other EBL models such as those from Franceschini et al.
(2008), Finke et al. (2010), and Gilmore et al. (2012) are within
the uncertainties of the D11 model.

The CGRH derived following the D11 EBL methodology
but adopting different values of the Hubble constant, for a flat
ΛCDM universe with a fixed matter density ΩM = 0.3, is
shown in Figure 1 (left panel). We set the uniform prior that
0.3 ! h ! 1 in agreement with other observational constrains.
This choice is made to avoid the inversion of the trend for
h " 0.3 described in Section 2.2, which makes that the overall
likelihood distribution has two maxima: a global maximum at
h ∼ 0.1 and the value of the Hubble constant that we report.
As discussed in Section 2, we notice that, in the explored H0
range, the universe is more transparent to VHE photons for
lower values of the Hubble constant. Figure 1 also shows the
CGRH data presented in Ackermann et al. (2012) and D13.
Ackermann et al. (2012) stack hundreds of spectra from blazars
detected by the Fermi satellite in order to search for an EBL
attenuation feature. They do not provide directly any results in
terms of the CGRH, but this can be estimated from their Figure 2
taking the average redshift of the bin and the energy value where
exp(−τ ) = 1/e (M. Ajello 2013, private communication). We
note that this energy is not currently probed by Fermi for their
lowest redshift bin (z < 0.2). The error bars shown by D13
are the total statistical plus systematic uncertainties, which are
added in quadrature.
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Figure 1. Left panel: the CGRH for different values of the Hubble constant, as predicted from the empirical EBL modeling by D11 described in the text, are shown
with several line styles and colors (a flat ΛCDM cosmology with matter density Ωm = 0.3 is assumed). The CGRH data are taken from Ackermann et al. (2012, filled
green squares) and D13 (filled blue circles). The error bars include the total uncertainty (statistical plus systematic). Right panel: same as left panel but all the E0
values have been normalized to the empirical CGRH derived for the fiducial cosmology with h = 0.7 and Ωm = 0.3.
(A color version of this figure is available in the online journal.)

3. MEASURING THE HUBBLE CONSTANT
FROM γ -RAY ATTENUATION

3.1. Theoretical and Observational Background

The potential of measuring the Hubble constant from γ -ray
attenuation was already pointed out two decades ago by Salamon
et al. (1994) and Mannheim (1996), when the γ -ray experiments
at that time could only study a few sources on the entire sky.
In the last decade, Blanch & Martinez (2005a, 2005b, 2005c)
studied, in a series of papers, the potential of using the CGRH
to constrain cosmology. These investigations were motivated
by the starting operation of the new IACTs such as H.E.S.S.,
MAGIC, and VERITAS (Hinton 2004; Lorenz 2004; Weekes
et al. 2002, respectively). Blanch & Martı́nez used simulated
VHE spectra of blazars, at different redshifts, to estimate how
relevant cosmological parameters could be constrained. Their
analysis was based on the fact that the CGRH depends on
the propagation of the VHE photons through cosmological
distances, which is dependent on cosmology. Yet, they neglected
the contribution on the cosmological dependence encoded in the
evolution of the EBL spectral intensity with redshift. These two
effects are consistently considered in our analysis. Barrau et al.
(2008) also understood the potential of γ -ray attenuation to
constrain cosmological parameters. They derive a lower limit
of the Hubble constant, H0 > 74 km s−1 Mpc−1 at a 68%
confidence level, from the observation of γ -ray photons coming
from a flare of the blazar Mkn 501, which was detected by
HEGRA (Aharonian et al. 1999).

Independently, the knowledge of the EBL has largely im-
proved in the last few years (see, for a review, Primack
et al. 2011, Domı́nguez 2012, and Dwek & Krennrich 2013).
Recently, direct measurements in optical wavelengths of the
EBL in the local universe (Matsuoka et al. 2011; Mattila et al.
2012) have confirmed previous indications (e.g., Aharonian et al.
2006) of an EBL intensity level close to the estimations from
deep galaxy counts (e.g., Madau & Pozzetti 2000; Keenan et al.
2010). Furthermore, realistic EBL models based on large mul-
tiwavelength galaxy data sets such as the one found in D11
and a better theoretical understanding of galaxy evolution (e.g.,
Somerville et al. 2012; Gilmore et al. 2012) have allowed both

the understanding of the EBL at wavelengths where the de-
tection is not possible yet and the convergence of different
methodologies.

3.2. Methodology

We base our estimation of the Hubble constant on the
hypothesis that the evolving EBL is sufficiently well described
by the model presented in D11. This choice is supported, as
mentioned above, by independent observational data sets and
the convergence of EBL models using different methodologies.
The uncertainties in the EBL model, which are estimated by
D11, are also taken into account in our cosmological analysis.
We stress that the CGRH derived in the relevant redshift range
from other EBL models such as those from Franceschini et al.
(2008), Finke et al. (2010), and Gilmore et al. (2012) are within
the uncertainties of the D11 model.

The CGRH derived following the D11 EBL methodology
but adopting different values of the Hubble constant, for a flat
ΛCDM universe with a fixed matter density ΩM = 0.3, is
shown in Figure 1 (left panel). We set the uniform prior that
0.3 ! h ! 1 in agreement with other observational constrains.
This choice is made to avoid the inversion of the trend for
h " 0.3 described in Section 2.2, which makes that the overall
likelihood distribution has two maxima: a global maximum at
h ∼ 0.1 and the value of the Hubble constant that we report.
As discussed in Section 2, we notice that, in the explored H0
range, the universe is more transparent to VHE photons for
lower values of the Hubble constant. Figure 1 also shows the
CGRH data presented in Ackermann et al. (2012) and D13.
Ackermann et al. (2012) stack hundreds of spectra from blazars
detected by the Fermi satellite in order to search for an EBL
attenuation feature. They do not provide directly any results in
terms of the CGRH, but this can be estimated from their Figure 2
taking the average redshift of the bin and the energy value where
exp(−τ ) = 1/e (M. Ajello 2013, private communication). We
note that this energy is not currently probed by Fermi for their
lowest redshift bin (z < 0.2). The error bars shown by D13
are the total statistical plus systematic uncertainties, which are
added in quadrature.
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Our analysis is based on applying a maximum likelihood
technique in order to find which CGRH models (and therefore
which Hubble constant) are favored by the CGRH data. In this
analysis, the systematic uncertainties in the determination of
the Hubble constant are considered as well. These are measured
by applying our maximum likelihood methodology to the cases
that bracket the evolving EBL uncertainties given in the D11
model.

Figure 1 (right panel) shows the predicted CGRH estimated
adopting different values of the Hubble constant but normalized
at the values obtained for the CGRH model with fiducial
cosmological parameters h = 0.7, Ωm = 0.3, and Ωm = 0.7.
This figure is intended to highlight the largest dependence with
redshift. Hence, we can see that the highest sensitivity to the
Hubble constant is approximately in the range from redshift
0.04 to 0.1. This is a smoking gun for planning upcoming
IACT observations and analysis of VHE sources, which will
yield competitive constrains on H0. The reason for this optimal
redshift is that this is the window where τ = 1 at energies where
the optical depth flattens with energy (see Figure 17 in D11).
For lower redshifts, this occurs at τ < 1 and for higher redshifts
at τ > 1. The flattening in τ produces that small changes in h
imply significant variations in E0.

In the present work, the best-fit CGRH model to the ac-
tual data yield a value of the Hubble constant of H0 =
71.8+4.6

−5.6(stat)+7.2
−13.8(syst) km s−1 Mpc−1. In applying this proce-

dure we have to assume that the uncertainties of the CGRH data
(which include systematic uncertainties in the Fermi Large Area
Telescope energy scale; see D13) are distributed as a Gaussian,
which is not necessarily true. In the likelihood fit, the width σ of
the Gaussian, this is, ∝ exp(−(x −µ)/(2σ 2)), is assumed as the
mean value between the lower and upper uncertainty of the data
being fitted. As explained above, the statistical errors are derived
from the maximum likelihood fit and the systematic uncertain-
ties are then accounted for the EBL modeling. We notice that
the EBL model uncertainties are asymmetric (see Section 6.1
in D11) and therefore also the systematic uncertainties in the
Hubble constant estimation.

The value of H0 obtained here, based on γ -ray attenuation,
with a total accuracy of about 18%, is in good agreement with
that of other present-day methods, as shown in Figure 2. Our
estimate is compared with the Hubble constant and its uncer-
tainties obtained using the distance ladders of Cepheids (Freed-
man et al. 2012), type Ia supernovae (SNe; Riess et al. 2011),
and extragalactic H ii regions (Chávez et al. 2012) as well as
those provided by cosmological probes such as the latest results
from the cosmic microwave background (CMB) data, i.e., At-
acama Cosmology Telescope (ACT; Fowler et al. 2010), South
Pole Telescope (SPT; Keisler et al. 2011), Wilkinson Microwave
Anisotropy Probe (WMAP9; Hinshaw et al. 2012) and Planck
Space Telescope (Ade et al. 2013), BOSS galaxy clustering
(A. Chuang et al. 2013, in preparation), baryonic acoustic oscil-
lations (BAO; Anderson et al. 2012), time-delay strong gravita-
tional lensing (Suyu et al. 2013), and the Sunyaev–Zel’dovich
effect plus X-ray measurements of high-redshift galaxy clusters
(Bonamente et al. 2006). We also show the results obtained from
the combined measurement using different techniques, which
are taken from Hinshaw et al. (2012) and Ade et al. (2013); see
Figure 2.

From our methodology, it is possible to test the dependence
of the CGRH with other cosmological parameters such as the
matter density Ωm. The procedure is the same as that adopted
in the case of the Hubble constant. Now, the Hubble constant

50 55 60 65 70 75 80 85 90
H0 [km s−1 Mpc−1]

Gamma-ray attenuation (This work)

eCMB+BAO+Cepheids+SNe (Hinshaw et al. 2013)

Planck+WP+highL+BAO (Ade et al. 2013)

High-redshift galaxy clusters (Bonamente et al. 2006)

Type Ia supernova (Riess et al. 2011)

Gravitational lensing (Suyu et al. 2012)

CMB+BAO (Anderson et al. 2012)

Extragalactic HII (Chávez et al. 2012)

CMB (Hinshaw et al. 2013)

Galaxy clustering (Chuang et al. 2013)

Cepheids (Freedman et al. 2012)

Figure 2. The Hubble constant H0 derived from different methodologies.
The measurement presented in this work is shown with a red star. For this
measurement, the statistical uncertainties are shown with darker red, whereas the
total uncertainties (statistical plus systematic, added in quadrature) are shown
with lighter red. The combined value presented by Hinshaw et al. (2012) is
shown with a blue hexagon, which includes CMB data from WMAP9 plus the
ground-based SPT and ACT (extended CMB or eCMB), BAO, and Cepheids
plus SNe measurements. The CMB+BAO measurement by Anderson et al.
(2012) includes CMB data from WMAP7 and BAO from the Sloan Digital Sky
Survey-II luminous red galaxy sample plus data from the Baryon Oscillation
Spectroscopic Survey (BOSS). The results from the Planck Space Telescope
combined with WMAP polarization low-multipole likelihood (WP) plus high-
resolution CMB data (highL and BAO; Ade et al. 2013) are shown with a
green square. As a reference, a shaded region is showing the H0 value from the
Cepheids distance ladder.
(A color version of this figure is available in the online journal.)

is being fixed and Ωm is varied. The results can be seen in the
left panel of Figure 3. The same procedure can be taken in
order to determine the dependence of the CGRH on the dark
energy equation of state w by substituting ΩΛ in Equation (5)
by ΩΛ(1 + z)3(1+w). These results are shown in the right panel of
Figure 3. In both cases Ωm and w, we find that the CGRH does
not significantly depend on these parameters and their constrains
from γ -ray attenuation are hardly feasible.

4. DISCUSSION AND CONCLUSIONS

In this Letter we have demonstrated the degree of maturity
accomplished in γ -ray astronomy on measuring, for the first
time, the Hubble constant, which is in good agreement with
present-day distance ladder methods and cosmological probes.
This has been possible thanks to the new generation of IACT
telescopes and the Fermi satellite, combined with multiwave-
length observations of a sample of well-studied blazars up to
z = 1 plus the advances in the EBL knowledge.
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Spectra Assumption

• Log-parabola (+ exp. cutoff ) 

• Single power-law (+ exp. cutoff ) 

• SSC



>100 GeV Gamma Rays from z=1.1 & z>0.6

• Distant very high energy (VHE) sources show spectral 
hardening.
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Fig. 4.— SED of PKS 0426−380 derived from the Fermi -LAT data accumulated during the

most energetic flaring state spanning MET 280000000 (17:46:38 UT on 2009 November 15)

to 302000000 (08:53:18 UT on 2010 July 28; see also the black horizontal line in Figure 2).

The observed spectrum is denoted by black squares and the highest energy bin is a 95%

confidence level upper limit. The spectra corrected for the EBL-related attenuation, using

the EBL models of Franceschini et al. (2008) and Inoue et al. (2013), are represented by

red circles and blue triangles, respectively. A broken power-law model which maximizes the

likelihood for the 0.1–300 GeV Fermi -LAT data is also indicated with black dashed line.
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Figure 3. Gamma-ray peak of the spectral energy distribution of PKS 1424+240, with LAT (squares and power-law fit contour) and VERITAS observations (black
circles) taken from Acciari et al. (2010). An upper limit at 750 GeV is shown with a downward pointing arrow. The LAT data have been selected to be contemporaneous
with the VERITAS observations. The absorption-corrected VHE spectrum is shown with the gray circles, using opacities from the Domı́nguez et al. (2011) EBL
model. For reference, the absorption-corrected points using the Gilmore et al. (2012) model are shown in open circles, with errors (not drawn) similar to those shown
for the Domı́nguez et al. (2011) deabsorbed points. The LAT power-law fit has been extrapolated up to VHE (dashed red line). Power-law and log-parabolic fits to the
full range (0.5–500 GeV) are shown in the blue dashed and dotted lines, respectively, with fitting results in Table 2. To bring the first absorption-corrected VERITAS
spectral point to match the LAT observed spectrum, the blazar needs to be corrected for absorption expected for z ≈ 1.2, shown by blue stars (the upper limit for this
deabsorption is off-scale).
(A color version of this figure is available in the online journal.)

is not expected by standard blazar emission models, but is only
about two standard deviations at the redshift lower limit.

A break between the LAT and VERITAS absorption-
corrected data is apparent. This discrepancy is not likely an
issue of instrumental cross-calibration, as agreement between
VERITAS and LAT observations has been found for other con-
temporaneous blazar observations (e.g., Aliu et al. 2011, 2012).
A portion of this feature may be due to a small level of un-
detected variability. Although short intervals of variability are
difficult to rule out, no long-term variability is detected (Acciari
et al. 2010), making it unlikely that the spectral feature between
the LAT and VERITAS instruments is due to variability alone.

Since z = 0.6035 is a lower limit, it is conceivable that the
discontinuity between the LAT and VERITAS data may in fact
be an unphysical effect arising from the incomplete correction
for absorption by the EBL. The first differential flux point
of the VHE spectrum at 150 GeV cannot be made to match
the LAT extrapolated spectrum without deabsorbing the flux
for a redshift of 1.2 (blue stars in Figure 3). This deabsorbed
spectrum is shown for the Domı́nguez et al. (2011) model, but is
representative of the required distances of z = 1.5 and z = 1.0
when corrected with the Gilmore et al. (2012) and Finke et al.
(2010) models, respectively.

The z = 1.2 corrected VHE spectrum results in a rising
slope, i.e., with an index Γ = −2.5 ± 1.0 when fit with a
differential power law. A VHE spectrum with a rising power
law is difficult to produce even in the most extreme emission
scenarios. Although this redshift value is still in agreement with
the redshift upper limit set by Yang & Wang (2010), we interpret
the unphysical VHE spectrum as evidence that the blazar does
not reside at this distance.

4.1. Possible Signature of Intrinsic Gamma-ray Absorption

Assuming that the blazar resides near z = 0.6035, the
apparent discontinuity between the LAT and VERITAS energy
ranges may be due to gamma-ray absorption in the vicinity

of the blazar. It has been shown that absorption of gamma
rays by a broad-line region (BLR) can produce broken power-
law spectra in bright LAT-detected blazars (Poutanen & Stern
2010). However, this type of absorption is not immediately
expected for an intermediate-/high-synchrotron-peaked source
such as PKS 1424+240, expected to exhibit a clean radiation
environment (Böttcher & Dermer 2002; Ghisellini et al. 1998).

The absorption-corrected VHE point at 500 GeV matches the
LAT power-law extrapolation, with a distinct mismatch to the
100–400 GeV points. A source of gamma-ray opacity that is only
sensitive to photons between 100 GeV and ∼400 GeV is difficult
to explain with an ion continuum such as that present in a BLR.
It has been shown that the optical depth of a BLR containing
UV-continuum and ionization lines produces a constant optical
depth from tens of GeV to beyond 30 TeV (Tavecchio &
Mazin 2009). Since PKS 1424+240 is not expected to harbor a
BLR, it is perhaps more likely that the EBL model is slightly
overcorrecting for the photon absorption around 500 GeV. The
observed hard spectrum might also be explained by secondary
gamma rays produced in cosmic ray interactions along the line
of sight (Essey & Kusenko 2010; Aharonian et al. 2008).

5. CONCLUSIONS

We present the strict redshift lower limit of z ! 0.6035 for
PKS 1424+240, set by the detection of Lyβ and Lyγ lines
from intervening hydrogen clouds. This lower limit makes
PKS 1424+240 the most distant VHE-detected source. At this
distance, VHE observations of the source out to energies of
500 GeV probe gamma-ray opacities of up to τ ∼ 5.

An investigation of possible constraint on the opacity of the
EBL shows that the absorption-corrected power-law fits do not
lie significantly outside of the standard spectral limitations.
However, deabsorption with the Finke et al. (2010) model
produces the hardest intrinsic VHE spectrum. If the blazar
resides at a redshift beyond the lower limit, the deabsorbed
indices may become constraining to even the lowest level EBL
model.
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Is VHE Spectral Hardening Universal?

• Spectra of blazars at z > 0.15 show hardening from a few 
hundred GeV.
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Figure 1. Spectral change, ∆Γ = ΓTeV − ΓGeV, for TeV detected blazars
observed by Fermi. Data points from the Fermi Second catalog (The Fermi-
LAT Collaboration 2011) were separated into three sets: nearby sources (red
inverted triangles), intermediate sources (green triangles), and distant sources
(blue diamonds). The lines are the best fits to Equation (10) with D = 17.46
(dashed line) and (Γp − Γs ) = 0.995 (solid line).
(A color version of this figure is available in the online journal.)

effect would increase ∆Γ because the variation implies some ad-
ditional softening due to moving past the Compton peak, which
is not supported by the data. TeV spectra, if they are secondary
gamma rays produced along the line of sight, do not depend sig-
nificantly on the gamma-ray or proton spectra of their sources
(Essey & Kusenko 2010; Essey et al. 2010, 2011b; Murase et al.
2012; Razzaque et al. 2012). The dependence on the EBL model
(Finke et al. 2010; Franceschini et al. 2008; Stecker et al. 2006;
Gilmore et al. 2009; Orr et al. 2011) is very weak (Essey et al.
2011b). Thus, the spectral variation does not affect our con-
clusion that the behavior in Figure 1 is consistent with a new
component taking over and dominating the signal for z ! 0.15.
For the same reason, our best-fit line in Figure 1 does not depend
on the choice of the EBL model.

Line-of-sight interactions of cosmic rays can account for
the hard spectra of distant blazars because, in this case, the
observed multi-TeV gamma rays are produced in interactions
of cosmic rays with the background photons relatively close
to Earth (Essey & Kusenko 2010; Essey et al. 2010, 2011b;
Murase et al. 2012). For this reason, the distance to the source
is much less important than in the case of primary sources.
One, therefore, expects the spectra of secondary gamma rays to
exhibit a slower change with redshift.

2. SOFTENING OF A TWO-COMPONENT SPECTRUM

We would like to generalize the Stecker & Scully (2006, 2010)
scaling law to include the additional component at high redshift.
The fluxes of primary gamma rays produced at the source and
of secondary gamma rays produced in line-of-sight interactions
of protons scale with distance d as follows (Essey et al. 2011b):

Fprimary, γ (d) ∝ 1
d2

e−d/λγ (2)

Fsecondary, γ (d) ∝ λγ

d2

(
1 − e−d/λγ

)
(3)

∼
{

1/d, for d ≪ λγ ,

1/d2, for d ≫ λγ .
(4)

Obviously, for a sufficiently distant source, secondary gamma
rays must dominate because they do not suffer from exponential
suppression as in Equation (2). The predicted spectrum of γ -rays
turns out to be similar for all the distant AGNs. Essey & Kusenko
(2010) and Essey et al. (2010, 2011b) have calculated the spectra
for redshifts of 3C279, 1ES 1101-232, 3C66A, 1ES0229+200,
and several other blazars, all of which yield a remarkably good
(one-parameter) fit to the data (Essey & Kusenko 2010; Essey
et al. 2010, 2011b).

Based on our numerical results using a Monte Carlo propa-
gation code described by Essey & Kusenko (2010) and Essey
et al. (2010, 2011b), we find that the spectra have a weak redshift
dependence and, in the TeV energy range, for 0.2 " z " 0.6, it
can be approximated by the following simple relation:

ΓTeV ≃ Γp + αz, (5)

where Γp is a constant and α ≈ 1.
Let us now consider a flux of TeV gamma rays which is the

sum of two components that have the above-mentioned scaling
with distance:

FTeV = F1
1
d2

exp(−d/λγ ) E−(Γs+DH0d)

+ F2
1
d2

(1 − e−d/λγ )E−(Γp+αH0d) (6)

= 1
d2

[
e−d/λγ

(
F1E

−(Γs+DH0d) − F2E
−(Γp+αH0d))

+ F2 E−(Γp+αH0d)] . (7)

While the overall 1/d2 factor does not affect the spectral
index, the exponential suppression of the first term in squared
brackets in Equation (7) guarantees a sharp change from the
Stecker & Scully (2006, 2010) scaling law to a flatter scaling
law which shows only a weak redshift dependence. The change
occurs when the distance d is of the order of λγ , i.e., at a distance
from the source where EBL optical depth approaches 1. Based
on our numerical calculations, and in agreement with Stecker
& Scully (2006), the corresponding redshift is z ≈ H0d ≈ 0.1.
Taking into account that F1 ≫ F2, one can write an approximate
scaling law as

z2 FTeV ∝ e−z/0.1 F1 E−(Γs+Dz) + F2E
−(Γp+αz). (8)

At lower energies, in the GeV energy range, the flux is
expected to show very little attenuation for z " 0.5 and to follow
the simple relation

z2 FGeV ∝ F̃1 E−Γs . (9)

Thus, we expect that ∆Γ = ΓTeV − ΓGeV should exhibit the
following behavior:

∆Γ ≃
{
Dz for z " 0.1,

(Γp − Γs) + αz, for z ! 0.1.
(10)

For practical reasons, it is easier and more instructive to
compare the spectral slopes given by Equation (10) with the
data rather than to fit the fluxes in Equation (9).

To select distant sources that are likely to be powerful
sources of cosmic rays (see Table 1), we applied two selection
criteria: we selected gamma-ray emitters which (1) have been
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(A color version of this figure is available in the online journal.)

harder spectra above several hundred GeV (see also Finke et al.
2010).

To explain such intrinsically hard spectra, some authors have
recently suggested secondary cascade components generated
by very high energy cosmic-rays or gamma-rays, which may
also offer a probe of intergalactic magnetic fields (e.g., Essey
& Kusenko 2010; Essey et al. 2011; Essey & Kusenko 2012;
Murase et al. 2012; Aharonian et al. 2013). Others have
proposed effects of time-dependence, stochastic acceleration,
or multiple emission components (Lefa et al. 2011a, 2011b).
Future CTA observations of these objects with high energy and
time resolution will elucidate such issues.

The signature of EBL absorption has not been seen in the
spectrum of the extragalactic gamma-ray background (EGB)
above 100 GeV (Ackermann 2011), even though it is naturally
expected if its origin is cosmological (Inoue 2011a; Inoue &
Ioka 2012). By considering the effects of cascade emission,
Inoue & Ioka (2012) have recently shown that if the EGB at
<100 GeV (Abdo et al. 2010b) is entirely composed of known
types of sources whose spectra are well constrained by existing
observations, then the measured EGB at >100 GeV would be
inconsistent with this hypothesis, even for a low EBL such as
proposed here. Further detailed spectral studies of extragalactic
gamma-ray sources are required to resolve this issue.

6. CONCLUSIONS

We have developed models for the EBL over the redshift
range z = 10 to z = 0 on the basis of a semi-analytical

model of hierarchical galaxy formation, into which Pop-III stars
were incorporated in a simplified fashion. Our baseline model is
consistent with a wide variety of observational data for galaxies
below z ∼ 6 (Nagashima & Yoshii 2004; Kobayashi et al. 2007,
2010), and is also capable of reionizing the universe by z < 8.
However, in order to account for the Thomson scattering optical
depth measured by WMAP, the ionizing photon emissivity is
required to be 50–100 times higher at z > 10. This is in line
with recent observations of galaxy candidates at z ∼ 8, as long
as the contribution from faint galaxies below the sensitivity of
current telescopes is not large (e.g., Bouwens et al. 2012). The
“missing” ionizing photons may possibly be supplied by Pop-III
stars forming predominantly at these epochs in sufficiently small
galaxies.

The EBL intensity at z = 0 in our model is generally not far
above the lower limits derived from galaxy counts. Our model is
also in good agreement with the data from Pioneer (Matsuoka
et al. 2011) directly measured from outside the zodiacal region.
The Pop-III contribution to the NIR EBL is !0.03 nW m−2 sr−1,
less than 0.5% of the total in this band, even at the maximum
level compatible with WMAP measurements. The putative NIR
EBL excess (Matsumoto et al. 2005), which also conflicts with
the upper limits from gamma-ray observations (Aharonian et al.
2006a), may have a zodiacal origin rather than Pop-III stars.

Up to z ∼ 3–5, the γ γ opacity in our model is comparable
to that in the majority of previously published models (Kneiske
et al. 2004; Franceschini et al. 2008; Finke et al. 2010; Gilmore
et al. 2012b) below Eγ ∼ 400/(1 + z) GeV, while it is a factor
of ∼2 lower above this energy. The universe is predicted to be
largely transparent below 20 GeV even at z > 4.
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Secondary Gamma Rays? Stochastic Acceleration?

• Secondary gamma rays from cosmic rays along line of sight 
(Essey & Kusenko ’10, Essey+’10, Essey+’11, Murase+’12, Takami+’13) 

• Stochastic acceleration can generate hard electron spectra 
(Stawarz & Petrosian ’08, Lefa+’11, Asano+’14). 

• Lepto-hadronic scenario  (Inoue-san’s talk).
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Figure 1. SEDs calculated for gamma-ray-induced (red) and UHECR-induced
(blue) cascade scenarios for KUV 00311−1938 (z = 0.61) using low IR (thick)
and best fit (thin) EBL models deduced by Kneiske et al. (2004) with the analyzed
LAT data (green) with a H.E.S.S. preliminary spectrum (magenta; Becherini
et al. 2012). We take s = 1.76. The isotropic equivalent energy of input gamma
rays for the gamma-ray-induced cascade Liso

γ and of UHECR source protons for
a UHECR-induced cascade Liso

p are 3.5×1046 erg s−1 and 1.1×1047 erg s−1, re-
spectively. The differential sensitivity curve for a 50 hr observation with H.E.S.S.
I (http://www.mpi-hd.mpg.de/hfm/HESS/pages/home/proposals/; dashed line),
and the 50 hr sensitivity goal of the Cherenkov Telescope Array (CTA; Actis
et al. 2011; dotted line) are also plotted. The flux lower than the sensitivity
curve can be achieved under a relaxed criterion of wider energy-bins and lower
significance required to estimate flux in each bin.
(A color version of this figure is available in the online journal.)

reproduced by both gamma-ray- and UHECR-induced cascade
scenarios between 10 and 100 GeV. The UHECR-induced cas-
cade predicts larger flux above 200 GeV and harder spectrum
than the gamma-ray-induced scenario above ∼1 TeV. Prelimi-
nary H.E.S.S. data support the hadronic interpretation. Note that
the redshift of this object is uncertain (see Section 5).

We confirmed that the SEDs of the other more distant sources
in the list, excepting sources with steep spectra, namely PKS
0426−380 and PKS 2142−75, are reproduced by both gamma-
ray-induced and UHECR-induced cascade scenarios for the
quoted redshifts. More distant sources allow the possibility
to distinguish the two scenarios clearly by the difference in
predicted spectral fluxes above ∼1 TeV. Due to their large
distances, a sharper cutoff of the gamma-ray-induced spectra
compared to the UHECR-induced spectra is predicted at the
characteristic EBL absorption energy Ec (Murase et al. 2012b),
and a plateau of emission extending to >10 TeV is predicted in
the hadronic scenario.

In general, differential sensitivity is defined more conserva-
tively than integral sensitivity for IACTs. Conventionally, the
differential sensitivity requires a 5σ signal for a 50 hr obser-
vation in each of four equal-width logarithmic bins per decade,
whereas the integral sensitivity is defined as a 5σ excess of
gamma rays above a given threshold energy for a 50 hr obser-
vation (e.g., Aleksić et al. 2012). Thus, integral flux is more
sensitive to the scenario distinction.

Figure 2 shows the integral flux corresponding to the pre-
dictions in Figure 1. Here, we can obviously recognize that
the UHECR-induced scenario can be distinguished from the
gamma-ray-induced scenario by the Cherenkov Telescope Ar-
ray (CTA). This source is detectable at the 5σ level up to ∼3 TeV
for the low-IR model and ∼1 TeV for the best-fit model in the
UHECR-induced scenario, while it should only be detected up
to ∼500 GeV in the gamma-ray-induced scenario. Detection of
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Figure 2. Integral flux corresponding to the SEDs in Figure 1 (KUV
00311−1938) with the H.E.S.S. I integral sensitivity (presented by Y. Becherini
in Rencontres de Moriond 2009; http://moriond.in2p3.fr/J09/) and the integral
sensitivity goal of CTA for a 50 hr observation (Actis et al. 2011). The inset
shows a >10 GeV light curve with 16 equal time bins, each lasting 90.3 days.
The light curve is consistent with a constant flux hypothesis with χ2

r = 0.95
which is calculated only from finite flux points.
(A color version of this figure is available in the online journal.)
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Figure 3. Same as Figure 2, but for PG 1246+586 (z = 0.847). Liso
γ =

7.5×1046 erg s−1 and Liso
p = 2.0×1047 erg s−1. We take s = 1.94. The inset is

a light curve similar to Figure 2, with χ2
r = 0.40 for a constant flux hypothesis.

(A color version of this figure is available in the online journal.)

this source above 1 TeV would be very strong evidence for a
hadronic origin of the radiation.

We demonstrate this behavior for a more distant source, PG
1246+586, in Figure 3. Despite its distance, this source can
be detected by CTA below ∼200 GeV for both scenarios. It
is possible to distinguish between the two scenarios because
the difference in detecting photons for the two scenarios would
be larger than the range of uncertainties implied by the EBL
models used, even with the flux of the characteristic hadronic
plateau at high energies being below the CTA sensitivity. Thus,
even gamma-ray sources with z ∼ 0.85 can be utilized to
disentangle the two scenarios. Other sources detectable with
50 hr observations with CTA in the source list are Ton 116,
B3 1307+433, 4C +55.17, and PKS 1958−179. Note that
the sensitivity of CTA North may be somewhat worse above
∼10 TeV because no small-size telescopes are projected to be a
part of the array.
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Figure 10. Hard spectrum blazar 1ES 0229+200 at z = 0.139 with SED modeled within an SSC approach using Maxwellian-type electron distributions. All parameters
used are the same as in Figure 3. Data points shown in the figure are from Zacharopoulou et al. (2011), where the intrinsic (de-absorbed) source spectrum has been
derived based on the EBL model of Franceschini et al. (2008) with (1) EBL level as in their original paper (“low-level EBL”) and (2) (maximum) EBL level scaled up
by a factor of 1.6 (“high-level EBL”).
(A color version of this figure is available in the online journal.)

the high low-energy cutoffs needed in leptonic synchrotron-
Compton models for the hard spectrum sources.

Although our main purpose here is not to fit data, Figure 10
shows that a Maxwellian-type electron distribution could also
provide a satisfactory explanation for the hard TeV component
in 1ES 0229+200.

Our results illustrate that even within a leptonic synchrotron-
Compton approach relatively hard intrinsic TeV source spectra
may be encountered under a variety of conditions. While this
may be reassuring, the possibility of having such hard source
spectra within “standard models” unfortunately constrains the
potential of extracting limits on the EBL density based on γ -ray
observations of blazars, one of the hot topics currently discussed
in the context of next generation VHE instruments.

We thank S. Kelner and S. Wagner for helpful discussions.
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Gould, R. J., & Schréder, G. P. 1967, Phys. Rev., 155, 1408
Henri, G., & Pelletier, G. 1991, ApJ, 383, L7
Kardashev, N. S. 1962, SvA, 6, 317
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Direct Measurement of EBL

• Foreground: Zodiacal light, Diffuse galactic light, Star light.
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Figure 1. Summary of the results of previous CIB measurements in the infrared and submillimeter wavelength ranges with from the following space missions:
COBE/DIRBE (diamonds; Hauser et al. 1998) as upper limits, COBE/FIRAS (shaded region in the submillimeter range; Fixsen et al. 1998), IRAS and ISO (thin
line with downward arrows at 60 and 90 µm and cross in 150–180 µm, respectively; Juvela et al. 2009), IRTS (shaded region in the near infrared; Matsumoto et al.
2005), and HST (open triangles in the near infrared; Thompson et al. 2007). For comparison, we also show various foreground emission components of the dark sky:
zodiacal light (ZL), zodiacal emission (ZE), starlight (SL; K > 9 mag), diffuse Galactic light (DGL), the Galactic cirrus (ISD), and the CMB. The integrated flux
from the galaxy counts, obtained by deep surveys from the ground in the near-infrared and submillimeter ranges and via space telescopes in the mid- and far-infrared
(ISO, Spitzer, and AKARI) (Totani et al. 2001; Kawara et al. 1998; Puget et al. 1999; Matsuhara et al. 2000; Kawara et al. 2004; Dole et al. 2004; Frayer et al. 2006a;
Matsuura et al. 2007; Shirahata et al. 2008), is indicated by the filled triangles connected with thin lines. Stacking the 24-µm galaxies for the Spitzer/MIPS map
(open triangles) and the BLAST map (open circles) results in good agreement with the predicted CIB level from a galaxy evolution model by Lagache et al. (2004)
(dotted line).

scattered by interstellar dust), Galactic cirrus emission (ther-
mal emission from interstellar dust), and the cosmic microwave
background (CMB). Note that at mid-infrared wavelengths it
is currently impossible to detect the CIB because the zodiacal
emission is too bright. In the near infrared and far infrared, the
foreground emission is relatively weak, and careful modeling
and subtraction of the foreground enable one to extract the CIB
from the measured sky brightness.

As seen in Figure 1, the CIB spectrum at wavelengths
longer than 200 µm has been well constrained with the FIRAS
instrument on COBE (Puget et al. 1996; Fixsen et al. 1998).
However, results of photometric measurements at wavelengths
shorter than 200 µm with the DIRBE instrument on COBE are
divergent in the mean levels of the CIB brightness, mainly
due to the strong and uncertain foreground contamination of
zodiacal emission, which dominates the brightness of the entire
sky, even though the Galactic foreground may be sufficiently
weak in low cirrus regions (Hauser et al. 1998; Lagache et al.
2000; Finkbeiner et al. 2000). Although the CIB brightness
was recently estimated using ISOPHOT data, independent of
COBE data, the 90-µm data gave only an upper limit, and
the measurement accuracy of the CIB brightness in the 150–
180-µm range was in fact worse than that of COBE (Juvela
et al. 2009). Figure 1 clearly shows a wavelength desert of
the CIB measurement at shorter far-infrared wavelengths, i.e.,
<200 µm. Hence, new measurements of the mean level of the
CIB are required in this region.

In the last decade, many observational efforts were made to
resolve the CIB into individual galaxies via far-infrared deep
surveys with infrared space telescopes such as ISO, Spitzer, and
AKARI (Kawara et al. 1998; Puget et al. 1999; Matsuhara et al.
2000; Kawara et al. 2004; Dole et al. 2004; Frayer et al. 2006a;
Matsuura et al. 2007; Shirahata et al. 2008), and consequently

the origin of the CIB became clear. As shown in Figure 1,
however, the detected galaxies account for only a small fraction
(∼10%) of the measured CIB brightness in the far infrared.
Frayer et al. (2006b) claimed that they resolved more than
half the model CIB at 70 µm into point sources in a single
deep survey toward the GOODS-N field. In the mid-infrared, a
lower limit of the CIB at 24 µm was derived from the integrated
number counts, and this is thought to account for ∼70% of the
model CIB at 24 µm (Papovich et al. 2004). Dole et al. (2006)
obtained lower limits for the CIB at 70 and 160 µm via a stacking
analysis of detected sources at 24 µm, finding that the mid-
infrared sources contribute ∼80% of the CIB in the far infrared,
as shown in Figure 1 by the dotted line. In the submillimeter
range, a similar stacking analysis of 24-µm galaxies against the
deep surveys at 250, 350, and 500 µm by the Balloon-borne
Large-Aperture Submillimeter Telescope (BLAST) experiment
revealed that the 24-µm sources produce almost the entire CIB
in the submillimeter range measured with FIRAS (Devlin et al.
2009; Marsden et al. 2009). Although these studies, using the
Spitzer 24-µm surveys, provided strong constraints on the mean
CIB level, the current limit of direct measurement of the CIB as
diffuse emission in the far-infrared range is still high enough to
allow the existence of new populations.

Measuring the spatial fluctuations (anisotropy) of the CIB
is a powerful method of investigating the unresolved galaxy
population below the detection limit and yields little con-
tamination from the foreground. The CIB fluctuation analysis
was pioneered for the COBE/DIRBE data (Kashlinsky et al.
1996a; 1996b). The angular power spectrum of the CIB fluc-
tuations is an important observation to trace the distribution of
star-forming galaxies with respect to the clustering bias in dark-
matter halos. The fluctuation measurement is especially effec-
tive at longer wavelengths, where direct measurement of the

2

Matsuura+’11



No. ] Extragalactic Background Light Spectrum with AKARI IRC 5

Fig. 4. Spectrum of EBL and integrated light of galaxies. Filled plots show EBL by various direct photometry from space including
this study, and open plots shows the integrated light of galaxies by deep observations. Horizontal bars show the band widths of
wide-band data. Solid curve shows a model spectrum of the integrated light of galaxies based on the observed evolution of the
rest-frame K-band galaxy luminosity function up to redshift 4 (Domı́nguez et al. 2011), and broken curve shows a scaled version of
it in case of AKARI’s detection limit of point sources (mK = 19).

this correlation to the higher Galactic latitude regions in
our method. However, this assumption is obviously too
simple. For example, UV radiation field at high Galactic
latitude is weaker than that at Galactic plane (Seon et
al. 2011), therefore the PAH molecules are less excited at
high Galactic latitude than Galactic plane. This consid-
eration indicates that the gap around 3.3µm could not be
EBL origin but Galactic origin.
We obtained new spectral result of EBL at >4 µm, and

we cannot confirm the excess over the integrated light of
galaxies due to the large error bars. In addition, our result
contradicts with the high EBL brightness at 4.9 µm by
Arendt & Dwek (2003), but that data is highly uncertain
since it is not an observed value but an estimated value
from EBL at 1.25, 2.2, 3.5, and 100 µm.

5. Discussion

In Section 4, we found NIR EBL observed with
AKARI is fairly consistent with previous observations by
COBE/DIRBE and IRTS/NIRS. How can we understand
the excess of EBL from the integrated light of galaxies at
<4 µm?
At first we examine the possible origin in solar system.

If there is an isotropic component in ZL, it cannot be
subtracted by the correlation method in our study. One
candidate of isotropic ZL component is a dust shell contin-
gent on the Earth, but such a dense dust shell around the

Earth must be detected already, if it exists. An isotropic
diffuse background from the Oort cloud could be another
candidate. However, the very blue spectrum toward 1
µm cannot be generated by thermal emission from very
cold dust (<30 K) at the Oort cloud. Scattered sunlight
by the Oort cloud is also negligible because sunlight at
∼ 104− 105 au is very weak.
The second possibility is Galactic origin. There may ex-

ist numerous faint stars in the Galactic halo which causes
isotropic background. However, the negative detection of
extended halo in external galaxies was reported by Uemizu
et al. (1998). Furthermore, the observed excess emission,
∼23 mag/arcsec2 at H-band, can be easily detected for
the external galaxies with HST/NICMOS (Thompson et
al. 2007a; Thompson et al. 2007b), but no detection is
reported yet. These considerations support that the ob-
served excess emission is extragalactic origin.
Observation of TeV-γ blazar is another problem for

the extragalactic origin, since high level NIR EBL makes
intergalactic space opaque for TeV-γ photons (Dwek
et al. 2005b; Aharonian et al. 2006; Aharonian et al.
2007; Mazin & Raue 2007; Raue et al. 2009). However,
recent discoveries of high redshift (z> 0.2) TeV-γ blazar
(Ackermann et al. 2011) contradict with above standard
scenario, and it requires a new physical process. One idea
is that cosmic rays produced by brazers can cross cosmo-
logical distances, and interact with NIR photons relatively
close to the Earth, generating the secondary TeV γ-ray

Direct Measurement of EBL

• Pioneer 10/11 measurements are consistent with galaxy 
counts. 

• Recent AKARI measurements are consistent with IRTS. 

• EBL peak at near infrared?

Tsumura +’13
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Figure 9. Current measurements of the cosmic background (filled symbols) and the integrated brightness of galaxies (open symbols) at UV, optical, and near-IR
wavelengths. The cosmic background measurements include the UV upper limits (blue arrows) at 0.10 µm obtained from the Voyager/UVS (Edelstein et al. 2000)
and at 0.16 µm from the HST/STIS (Brown et al. 2000), the claimed detections at optical wavelengths using the HST/WFPC2 (Bernstein 2007, green squares) and
at near-IR wavelengths using the COBE/DIRBE [Gorjian et al. (2000), green diamonds; Wright (2001), purple diamonds; Cambrésy et al. (2001), blue diamonds;
Wright (2004), gray diamonds; the wavelengths of these measurements are slightly shifted relative to each other for clarity] and the IRTS (Matsumoto et al. 2005,
black circles). The red stars are the Pioneer/IPP results of this work, while the red solid line with arrows between 0.8 and 4 µm represents the HESS upper limits
(Aharonian et al. 2006). The integrated brightness of galaxies come from the HST/STIS measurements at UV (Gardner et al. 2000, squares), the HDF compilation
from UV to near-IR (Madau & Pozzetti 2000, triangles), and the Spitzer/IRAC measurements at near-IR wavelengths (Fazio et al. 2004, diamonds).

Table 4
COB Brightness and Mean DGL-to-100 µm Brightness Ratios a0

d

Wavelength COB Brightness DGL-to-100 µm Ratio a0
d

Band (µm) (bgu) (nW m−2 sr−1) (bgu [MJy sr−1]−1) (dimensionless)

BIPP 0.44 1.8 ± 0.9 7.9 ± 4.0 3.2 ± 0.1 (2.1 ± 0.1) ×10−3

RIPP 0.64 1.2 ± 0.9 7.7 ± 5.8 3.4 ± 0.1 (4.6 ± 0.1) ×10−3

a0
d (R)/a0

d (B) = 2.2, is consistent with the previous observations,
suggesting that ERE is also present in the diffuse ISM with the
lowest far-IR brightness. It confirms the finding of Gordon et al.
(1998), who reach the same conclusion from analysis of the IPP
data.

In summary, our results are in overall agreement with the
previous observations toward the denser dust regions. Further
study of this issue is beyond the scope of this work and will be
presented in a future paper.

5.2. Resolved Fraction of Cosmic Background

We compile the current measurements of the cosmic back-
ground and the integrated brightness of galaxies at ultraviolet
(UV), optical, and near-IR wavelengths in Figure 9. At UV
wavelengths, the upper limits of the cosmic background are ob-
tained from the analysis of the Voyager Ultraviolet Spectrome-
ter (UVS) data (Edelstein et al. 2000) and from the HST/Space
Telescope Imaging Spectrograph (STIS) observations (Brown
et al. 2000). They are a few times the integrated brightness of
galaxies measured by the HST/STIS (Gardner et al. 2000), still
leaving a large gap to be bridged. The situation in the near-IR

wavelength range is much more controversial. Matsumoto et al.
(2005) claim detection of the strong near-IR CIB based on the
Infrared Telescope in Space (IRTS) data. Their CIB values are
marginally consistent with the results from the COBE/DIRBE
measurements reported by several authors (Gorjian et al. 2000;
Wright 2001, 2004; Cambrésy et al. 2001) at 1.25, 2.2, and
3.3 µm. The integrated brightness of galaxies at these wave-
lengths, as well as at the optical UBVI bands, are derived from
the Hubble Deep Field (HDF) data set by Madau & Pozzetti
(2000). Those at the four bands of the Spitzer Infrared Array
Camera (IRAC) are presented by Fazio et al. (2004). Using the
HDF and the Subaru Deep Field (SDF) data, Totani et al. (2001)
obtain the consistent results with Madau & Pozzetti (2000).
They also find that 80%–90% of the total light from normal
galaxies has already been resolved in the SDF J and K bands,
based on a galaxy evolution model taking into account various
selection effects of observations. Therefore, the large CIB ex-
cess found by Matsumoto et al. (2005) should be attributed to
either some exotic radiation sources such as Population III stars
or the residual ZL in the IRTS data. Another constraint comes
from the High Energy Stereoscopic System (HESS) γ -ray ob-
servations of the blazars at z = 0.17–0.19 by Aharonian et al.
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NIR Sky Fluctuation

• AKARI & Spitzer reported NIR background fluctuation at 2.4, 3.2, 
3.6, 4.1 and 4.5 um (Kashlinsky+’05, ’07, ’12, Matsumoto+’11, Cooray+’12). 

• 15-20% of CIB fluctuation is correlated with CXB (Cappelluti+’13). 

• The angular power spectrum at large scales is close to the shape 
of a Rayleigh-Jeans spectrum, λ-3 (Matsumoto+’11, Cooray+’12)

The Astrophysical Journal, 742:124 (11pp), 2011 December 1 Matsumoto et al.

Figure 6. Upper panel shows smoothed sky maps obtained by averaging pixels within a 50′′ diameter circle centered on each pixel. The lower panel shows smoothed
dark maps obtained by the same procedure for the dark maps. The color scales shown in the bar below each map are chosen such that sky maps and dark maps have
the same range of sky brightness.

Figure 8 clearly shows an excess low-frequency components,
which are common for all three wavelength bands. The low-
frequency components correspond to the excess fluctuations at
large angles, as shown in Figure 3.

We made a point-to-point correlation study between the
wavelength bands using independent data in smoothed maps.
The result is shown in Figure 9. The correlation between 3.2 and
2.4 µm is fairly strong (correlation coefficient ∼0.73), while
that between 4.1 and 2.4 µm is somewhat weak (correlation
coefficient ∼0.42). This is probably because shot noise due
to faint galaxies becomes important at 4.1 µm. Colors of the
correlating component (slope of Figure 9) normalized to be 1.0
at 2.4 µm (right ordinate) are also plotted in Figure 7 as open
circles, which is similar to that of large-scale fluctuation (filled
circles).

We also obtained the cross-correlation function, CF⊗G(θ ) =
⟨δF (x + θ )δG(x)⟩ between the maps taken at different wave-
lengths. C2.4⊗3.2(θ ) and C2.4⊗4.1(θ ) are shown in Figure 10.
Degradation of angular resolution and binning of the data are
the same as for the two-point correlation analysis. Error bars
indicate statistical errors, i.e., standard deviation divided by the
square root of the number of pairs. The cross-correlation func-
tions in Figure 10 are very similar to the 2.4 µm two-point
correlation, C2.4(θ ). This is consistent with a point-to-point cor-
relation analysis (Figure 9), and the ratios of cross-correlation
functions to C2.4(θ ) are similar to the slopes in Figure 9. The

result of our cross-correlation analysis implies that the fluctu-
ation patterns are basically the same for all three wavelength
bands.

4. ORIGIN OF THE EXCESS FLUCTUATION

Being the main component of sky brightness, zodiacal light is
a candidate for the origin of the fluctuation. The subset analysis
provides evidence that zodiacal light is not the source of the
observed fluctuation. Particularly in case B, the interplanetary
dust observed during the first half period is almost independent
from the one seen in the latter-half period, since the interplan-
etary dust in the column along the line of sight has different
orbits and eccentricities. If the observed fluctuation were caused
by zodiacal light, the fluctuation spectra of the differences be-
tween these two subsets should be higher than those of the dark
images.

The detected fluctuation levels are also higher than those
expected for zodiacal light. IRAS (Vrtilek & Hauser 1995),
COBE (Kelsall et al. 1998), and Infrared Space Observatory
(ISO; Abraham et al. 1997) attempted to detect the fluctuation
of zodiacal emission on scales from arcminutes to degrees.
The most stringent upper limit of 0.2% of the sky brightness
was obtained by Abraham et al. (1997) who measured the
fluctuation of zodiacal emission at 25 µm for a 45′ × 45′

field with a 3′ pixel scale. Recently, Pyo et al. (2011, private

7
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Figure 7. Spectrum of the average fluctuation at large angles (100′′–350′′)
(shown by filled circles) is compared with the Spitzer results (open squares). The
open circles represent the spectrum of the correlating component normalized to
the 2.4 µm band. The solid line indicates a Rayleigh–Jeans spectrum (∼λ−3),
while the dotted line indicates the spectrum in Figure 20 of Fernandez et al.
(2010). The vertical bars show 1σ error.

Figure 8. Two-point correlation functions, C2.4(θ ), C3.2(θ ), and C4.1(θ ), are
shown from the top to the bottom. Filled circles and crosses correspond to the
two-point correlation functions for sky and dark maps, respectively. Error bars
indicate statistical errors, i.e., standard deviation divided by the square root of
the number of pairs.

communication) analyzed the smoothness of the mid-infrared
sky using the same data set as the one we used in this paper.
They applied the same power spectrum analysis for the mid-

Figure 9. Point-to-point correlation between wavelength bands for smoothed
maps. The upper panel shows the correlation diagram for the 3.2 and 2.4 µm
bands, while the lower one shows that for the 4.1 and 2.4 µm bands. Only
independent data points are plotted. Error bars represent the standard deviations
of the smoothed dark maps. The straight lines show the results of linear fits.

Figure 10. Cross-correlation functions, C2.4⊗3.2(θ ) (upper panel) and
C2.4⊗4.1(θ ) (lower panel). Error bars indicate statistical errors, i.e., standard
deviation divided by the square root of the number of pairs.

infrared bands, but did not detect any excess fluctuation over
the random shot noise caused mainly by photon noise. We,
therefore, assume the lowest fluctuation level at the 18 µm
band to be an upper limit of fluctuations of the sky at an angle
larger than 150′′, that is, ∼0.02% of the sky brightness. Although
this upper limit includes fluctuation due to zodiacal emission,
diffuse Galactic light (DGL), integrated light of galaxies, and
cosmic background, we simply assume that the fluctuation of
the zodiacal emission is lower than ∼0.02% of the absolute sky
brightness.

8
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Figure 8. Coherence, Cn4 ≡ (Pn4(q) ∗ Pn4(q))/(Pn(q)P4(q)), for 1–4 (blue) and 2–4 (red) for EGS (left) and UDS (right) fields. Open symbols correspond to scales
where Pn4 < 0. The relative statistical uncertainties on the coherence resulting from cosmic variance are given by

√
12/Nq which is shown with the error bars; this is

valid at small C when all the power spectra can be assumed independent. With Nq plotted in Figure 1 this uncertainty is of the order of 100% for the last three points
in the EGS field.
(A color version of this figure is available in the online journal.)

Figure 9. Field-averaged CIB fluctuations at 3.6 µm (left), 4.5 µm (middle), and the cross-correlation power spectrum. Black solid line is the contribution of the
remaining known galaxies from Sullivan et al. (2007) who state that normal galaxies at Vega magnitudes from 22.5 to 26 can fit the observed large-scale fluctuations.
(That claim, which also appears in the comments to their, pre-print posting, is contradicted by their own Figure 8 which shows the clear deficit compared to the
KAMM1 measurements.) Because Sullivan et al. (2007) present their results only for 3.6 µm sources, their model is displayed only in the left panel. Shaded areas
show the residual fluctuations from Helgason et al. (2012), after reconstructing the near-IR CIB fluctuations of known galaxies at both 3.6 and 4.5 µm from a zoo
of multiband galaxy luminosity function (LF) data. The shaded regions correspond to the high and low faint end of the LF data. At 3.6 µm they are consistent with
the black solid line although Helgason et al. find, on average, slightly lower levels than Sullivan et al. (2007). The dashed line shows the shot-noise contribution: at
3.6 µm the regression leads to PSN = 57.5 nJy nW m−2 sr−1 (or 4.8 × 10−11 nW2 m−4 sr−1) and at 4.5 µm the shot-noise levels are PSN = 31.5 nJy nW m−2 sr−1

(or 2.2 × 10−11 nW2 m−4 sr−1). Since the shot noise can be expressed as PSN ∼ SFCIB(>m0), it is presented in both sets of units. Blue solid line corresponds to
the high-z ΛCDM (toy)-model processed through the mask of each field and then averaged as described in Appendix B. It leads to the fiducial amplitude at 5′ of
A5′ = 0.07(0.05) nW m−2 sr−1 at 3.6(4.5) µm. The thick solid red line shows the sum of the three components.
(A color version of this figure is available in the online journal.)

Figure 3 shows that within the statistical uncertainties the
fields in this study have the same power spectrum of the source-
subtracted fluctuations. Therefore, we averaged the two sets
of results to obtain an overall power spectrum describing the
CIB. The averages were weighted with the number of Fourier
elements in each field as described above. The results of the CIB
fluctuations after averaging over the individual fields are shown
in Figure 9. The figure indicates the presence of significant
large-scale fluctuations remaining after removing/subtracting
the resolved sources.

The measured fluctuation spectrum is made of two compo-
nents: small scales, !10′′, are dominated by the shot noise

produced by the discreteness of the remaining sources. The
isotropy of the measured signal, which is further demonstrated in
Appendix A for five additional fields from our prior measure-
ments, is consistent with it being of cosmological origin. At
the same shot-noise level, the measured signal is in excellent
agreement with our measurements at five other sky locations
(KAMM1–2) at smaller angular scales (!300′′).

This section discusses the constraints on the populations
producing both the shot-noise and clustering components.
It is organized as follows: we first address the limitations
on the fluxes of the individual sources producing the large-
scale clustering component which stem from the measured
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Can we explain the NIR EBL excess  
in spectrum and fluctuation?

• A component other than galaxies should significantly 
contribute to the NIR EBL.

No. ] Extragalactic Background Light Spectrum with AKARI IRC 5

Fig. 4. Spectrum of EBL and integrated light of galaxies. Filled plots show EBL by various direct photometry from space including
this study, and open plots shows the integrated light of galaxies by deep observations. Horizontal bars show the band widths of
wide-band data. Solid curve shows a model spectrum of the integrated light of galaxies based on the observed evolution of the
rest-frame K-band galaxy luminosity function up to redshift 4 (Domı́nguez et al. 2011), and broken curve shows a scaled version of
it in case of AKARI’s detection limit of point sources (mK = 19).

this correlation to the higher Galactic latitude regions in
our method. However, this assumption is obviously too
simple. For example, UV radiation field at high Galactic
latitude is weaker than that at Galactic plane (Seon et
al. 2011), therefore the PAH molecules are less excited at
high Galactic latitude than Galactic plane. This consid-
eration indicates that the gap around 3.3µm could not be
EBL origin but Galactic origin.
We obtained new spectral result of EBL at >4 µm, and

we cannot confirm the excess over the integrated light of
galaxies due to the large error bars. In addition, our result
contradicts with the high EBL brightness at 4.9 µm by
Arendt & Dwek (2003), but that data is highly uncertain
since it is not an observed value but an estimated value
from EBL at 1.25, 2.2, 3.5, and 100 µm.

5. Discussion

In Section 4, we found NIR EBL observed with
AKARI is fairly consistent with previous observations by
COBE/DIRBE and IRTS/NIRS. How can we understand
the excess of EBL from the integrated light of galaxies at
<4 µm?
At first we examine the possible origin in solar system.

If there is an isotropic component in ZL, it cannot be
subtracted by the correlation method in our study. One
candidate of isotropic ZL component is a dust shell contin-
gent on the Earth, but such a dense dust shell around the

Earth must be detected already, if it exists. An isotropic
diffuse background from the Oort cloud could be another
candidate. However, the very blue spectrum toward 1
µm cannot be generated by thermal emission from very
cold dust (<30 K) at the Oort cloud. Scattered sunlight
by the Oort cloud is also negligible because sunlight at
∼ 104− 105 au is very weak.
The second possibility is Galactic origin. There may ex-

ist numerous faint stars in the Galactic halo which causes
isotropic background. However, the negative detection of
extended halo in external galaxies was reported by Uemizu
et al. (1998). Furthermore, the observed excess emission,
∼23 mag/arcsec2 at H-band, can be easily detected for
the external galaxies with HST/NICMOS (Thompson et
al. 2007a; Thompson et al. 2007b), but no detection is
reported yet. These considerations support that the ob-
served excess emission is extragalactic origin.
Observation of TeV-γ blazar is another problem for

the extragalactic origin, since high level NIR EBL makes
intergalactic space opaque for TeV-γ photons (Dwek
et al. 2005b; Aharonian et al. 2006; Aharonian et al.
2007; Mazin & Raue 2007; Raue et al. 2009). However,
recent discoveries of high redshift (z> 0.2) TeV-γ blazar
(Ackermann et al. 2011) contradict with above standard
scenario, and it requires a new physical process. One idea
is that cosmic rays produced by brazers can cross cosmo-
logical distances, and interact with NIR photons relatively
close to the Earth, generating the secondary TeV γ-ray

Tsumura +’13

AKARI

IRTS
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Figure 2. Amplitude maps of the two-dimensional fluctuation spectra, [q2P2(q)/(2π )]1/2, in Fourier space. The results for the 2.4, 3.2, and 4.1 µm band are shown
from the left to the right. The grayscale bars below each map indicate amplitudes of the fluctuation in units of nW m−2 sr−1.

Figure 3. Upper panel shows the one-dimensional fluctuation spectra, [q2P2/(2π )]1/2 in units of nW m−2 sr−1, obtained by two-dimensional Fourier analysis as a
function of angular scale (2π )/q. Graphs correspond to the 2.4, 3.2, and 4.1 µm bands from left to right. Filled circles and open triangles show the fluctuation spectra
for sky and dark maps, respectively. The lower panel shows the fluctuation spectra of the sky after subtracting those of dark maps in quadrature. The straight lines
indicate the fluctuation spectra of shot noise due to unresolved faint galaxies. All error bars represent 1σ error.

taken as a sequence alternating in time, while in case B the
subsets correspond to the earlier and later halves of our set.
For both cases, we obtained two stacked images, F1 and F2, by
applying the same procedure as the one described previously in
this section. The fluctuation spectra of the difference between
these two stacked images are shown in Figure 4. Cases A and
B are shown as squares and asterisks, respectively, while the
fluctuation spectra of the dark maps are shown by triangles. The

results for both subsets are consistent with those of the stacked
dark maps. This indicates that the observed structure is indeed
present in the original images and is of celestial origin.

We also examined the impact of masking on the fluctuation
spectra, since ∼ 53% of all pixels are masked. We constructed
a common mask that includes all pixels masked in any of three
wavelength bands. The fraction of remaining pixels in images
with the common mask applied is ∼ 32%. We again performed
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First  stars ?
• Lyman alpha photons from z~10 

will redshifted to ~1 um at z=0. 

• We might see the light for first stars. 

• But, we need very high first star 
formation rate density.

spectra tend to produce more energy in Ly! and two-photon
emission than in stellar emission. In both cases, however, the
total radiative efficiency is about the same: "h#"i ! 10"3. This
is merely an approximate conservation of energy: initially all
the energy was generated by nuclear burning in stars. The gen-
erated energy is then radiated or reprocessed, but the sum should
be more or less the same as the input energy. (Of course, con-
servation cannot be exact because we have ignored other emis-
sion processes such as Balmer lines, helium or metal lines, etc.
If the H ii region expands, additional energy would be lost to
expansion.) This property makes the prediction of the near-
infrared background very robust, up to an unknown star for-
mation rate, $̇# , which is constrained by a comparison to the
observational data.

4. SPECTRUM OF THE NEAR-INFRARED BACKGROUND

4.1. Dependence on Metallicity and Initial Mass Spectrum

By integrating the volume emissivity over redshift, we obtain
the background intensity spectrum of the near infrared from early
stars (eq. [4]). To do this, however, one needs to specify the evo-
lution of the star formation rate over time, $̇#(z), which is un-
known. Therefore, for simplicity, we shall assume that the star
formation rate is constant over time, at least for the redshift range
of interest. In other words, we calculate the intensity spectrum
for a given ‘‘time-averaged’’ star formation rate. Figures 3 and
4 show "I"/$̇# for stars in three redshift ranges, z ¼ 7 15, 15–
30, and 7–30. These figures clearly show that the intensity at
1–2 %m is almost entirely determined by the contribution at
z ¼ 7 15. (Note that Ly! lines at z ¼ 7 15 are redshifted to

1–2%m.) Therefore, the spectrumof the near-infrared background
at 1–2 %m constrains the star formation rate at z ¼ 7 15!

Table 1 summarizes values of "I"/$̇# averaged over 1–2 %m.
Within 1–2 %m, the intensity is dominated by Ly! emission. For
metal-poor stars, there is also a significant contribution from the
stars themselves, which brings the overall intensity for metal-
poor andmetal-free stars to be about the same. This seems striking
but is merely a consequence of approximate energy conservation,
as discussed in x 3.6 Therefore, the predicted intensity is not sen-
sitive to stellar metallicity.

As for the dependence on the initial mass spectrum, f (m),
heavier mass spectra tend to give higher background intensities.
Energetics implies that the dependence of "I"/$̇# on metallicity
or f (m) should be essentially given by that of the nuclear burn-
ing efficiency averaged over a population of stars. Column (9) of
Table 1 shows the mass-weighted mean nuclear burning effi-
ciency, L#bol& / mc

2ð Þ
! "

, which is tightly correlated with the total
signal. Therefore, one can explore the dependence of the near-
infrared background on these parameters by simply calculating
the nuclear burning efficiency dependence on these parameters.
In order to illustrate how nuclear burning efficiency changes with
respect to the shape of f (m), we show the efficiency for various
values of the lower mass limit, m1, and the critical mass, mc, for
the Salpeter (eq. [23]) and Larson (eq. [24]) initial mass spectra in
Figure 5. The average nuclear burning efficiency form1 > 20M'
depends very weakly on mc, while the dependence is stronger
for m1 < 20 M'. Dependence on m1 also becomes stronger as

Fig. 3.—Spectrum of the near-infrared background, "I" /$̇#, for star formation from z ¼ 7 to 15 with various assumptions about metallicity and initial mass spectrum.
(‘‘SFR’’ in the axis label denotes $̇#.) The left panel shows the metal-free case (Z ¼ 0), while the right panel shows the metal-poor case (Z ¼ 1/50 Z'). The solid, dashed,
and double-dot–dashed lines represent the Salpeter, Larson, and top-heavy mass spectra, respectively. The thick black lines show the total spectrum, while the thin purple,
cyan, green, red, and orange lines show the individual contribution from free-free, free-bound, stellar, Ly!, and two-photon emission, respectively.

6 We thank Paul R. Shapiro for pointing out the potential importance ofmetal-
poor stars for the near-infrared background.
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equation (36) and equation (36) divided by the mean number of
generations of stars, Ngen , given by

Ngen ¼
t(7 < z < 15)Rm2

m1
dm f (m)!(m)

; ð37Þ

where t (7 < z < 15) ¼ 266Myr is the cosmic time elapsed dur-
ing z ¼ 7 15. Table 3 tabulates Ngen for various assumptions
about the metallicity and initial mass spectrum. From this we
conclude that, to explain the cosmic near-infrared background
by early generations of stars, 0.016%–12% of baryons need to
be processed in stars at a given time between z ¼ 7 and 15. If we
take the lower 1 " limit, only 0.016%–0.49% of baryons need
to be processed in stars (depending on metallicity and mass
spectrum); this is not a daunting requirement and does not exclude
the stellar origin of the cosmic near-infrared background.8

5.3. Comparison with Low-Redshift Data

How does the inferred star formation rate at z ¼ 7 15 com-
pare to the low-z rate? Figure 6 compares the cosmic star for-
mation rate at z < 5 (Gabasch et al. 2004)9 to that constrained by
the near-infrared background. While uncertainty due to sub-
traction of the zodiacal light is large, it is quite clear that the star
formation rate at z ¼ 7 15 required to account for the cosmic
near-infrared background data is much higher than that at z < 5
by more than an order of magnitude.

It must be emphasized, however, that Figure 6 is potentially
misleading: as we have already discussed, the star formation rate
inferred from the near-infrared background is only for stars more
massive than 5M$. On the other hand, the low-z data are primarily
dominated by low-mass stars; thus, Figure 6 might be comparing
apples and oranges. As such low-mass stars do not contribute to
the near-infrared background, it is not possible to infer their for-
mation rate directly. One may still estimate it by extrapolating the

initial mass spectrum down to lower masses, and by doing so the
total star formation rate at z ¼ 7 15 should rise. In other words,
the constraint shown in Figure 6 should be taken as a lower bound.
Also, dust extinction (whichwe have ignored), if any, wouldmake
the required star formation rate rise even higher.

6. METALLICITY CONSTRAINTS ON STAR FORMATION

One of the ways to constrain early star formation is to take into
account the amount of metals that can be produced without over-
polluting the universe.Metals ejected froma star have two origins:
(1) stellar winds, which inject metals into the IGM over the course
of the star’s lifetime, and (2) the final disruption of the star. Stars of
low metallicity end their lives in different ways and produce dif-
ferent amounts of metals, according to the initial mass of the star
(Heger et al. 2003; Portinari et al. 1998; Siess et al. 2002).

The metal yields of stars with initial metallicity of Z ¼ 1/50 Z$
were given in Portinari et al. (1998). These models of metal pro-
duction take into account stellar winds and supernova explosions.
The metal production efficiency (metal mass ejected from the
star divided by initial stellar mass) is shown in Figure 7. It is
clear that metal production depends strongly on the initial mass
of the star and how the star ended its life.

1. From 6 to 8 M$, the O/Ne/Mg core of the star collapses,
or the star ejects its outer envelope, leaving a white dwarf or
neutron star.

2. From 8 to 25M$, the iron core collapses, the star explodes
as a supernova, and a neutron star is left as a remnant. A sig-
nificant amount of metals are ejected.

3. From 25 to 40M$, there is a weak supernova, and a black
hole is created by fallback. The amount of metals that are ejected
into the IGM decreases sharply, leaving most of the metals
locked in the black hole.

4. From 40 to 100M$, the star directly collapses into a black
hole. The only metals produced are from mass loss during the
star’s life.

5. From 100 to 140 M$, a pulsational pair-instability super-
nova results. This ejects the outer envelope of the star, and then
the core collapses into a black hole. Metals in the outer envelope
pollute the IGM.

6. From 140 to 260 M$, a pair-instability supernova results,
which completely disrupts the star and leaves no remnant. All the
metals are ejected into the IGM.

Fig. 6.—Cosmic star formation rate. The shaded region shows the star for-
mation rate for m > 5 M$ constrained by the current data of the cosmic near-
infrared background, #I# % 2 50 nWm&2 sr&1, at 1–2 $m. The solid line shows
the star formation rate at z < 5 (Gabasch et al. 2004). Note that the shaded region
should be taken as a lower bound. (See discussion in x 5.3).

Fig. 7.—Ratio of ejected stellar metals and stellarmass vs. themass of the star.
Note that each jump corresponds to a different stellar fate. The lines correspond to
the fitting functions given in eq. (38). Diamonds correspond to the stellar models
given in Portinari et al. (1998).

8 Our argument so far has implicitly assumed that all baryonic gas in the
previous generation of stars is returned to the IGM and recycled in the subsequent
generation of stars. In reality, however, only a fraction of gaswould be returned (and
the rest of the gas would be locked up in compact remnants such as black holes);
thus, the real requirement would be somewhat larger than 0.016%–0.49%.

9 The rate at z < 5 has been shifted upward by 0.35 dex to correct for dust
extinction. More recent determination of the star formation rate by Drory et al.
(2005) agrees very well with Gabasch et al. (2004).

NEAR-IR BACKGROUND AND EARLY STARS 713No. 2, 2006

Fernandez & Komatsu ‘06
17



Reionization Constraints

• Ionizing photon emissivity of first stars can not violate these 
observed reionization data. 

Electron Thomson scattering opacityNeutral Hydrogen Fraction 
YI+’13a YI+’13a
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Constraints on First Stars

• Combining reionization and distant gamma-ray data (E<100 GeV). 

• The required first star formation rate density is inconsistent with 
reionization data (e.g. Madau & Silk ’05; YI+’14)

YI+’14
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Intracluster Halo Stars?
• Stars stripped from host galaxies 

by major mergers. 

• Intrahalo stars may create a 
fluctuation peak at l~1000. 

• Is this population already taken 
into account in galaxy counts?

such that we do not need to invoke a new population of point sources on
the sky to explain the observations.

While keeping the shot-noise level the same, the measurements can
be explained by any physical effect that boosts the two-halo term of the
halo model of galaxy clustering22. One possibility is to increase the halo
masses of the faint, dwarf galaxies so that their clustering amplitude is
increased with a corresponding increase in their large-scale bias factor22.

The required modification needed to explain the fluctuation data is,
however, ruled out by the measured number counts and the redshift
distribution7. Because intensity anisotropies are measured, another
option is to introduce a luminosity component to the dark-matter
haloes that remain unmasked when the hosted bright galactic disks
are masked as part of the analysis. Such a possibility exists in the
literature in the form of diffuse halo stars in the extended stellar profile
of galaxies out to distances of 100 kpc (ref. 23). In our anisotropy
measurements, we mask the faintest detected galaxies to 3–4 arcsec,
which removes the light from the bulges and disks of those galaxies. To
remove the diffuse light component, we would have to mask to a radius
greater than 10 arcsec around each galaxy. The surface density of
galaxies down to AB-magnitude mAB , 22 at 3.6mm is such that we
expect 2 to 3 galaxies within a circle of radius 10 arcsec. Thus masks
which successfully remove the diffuse component leave no pixels on
the map from which to measure the anisotropy power spectrum.

Existing studies discuss this extended emission in terms of the diffuse
intrahalo light (IHL)15, explained as originating in tidally stripped stars
produced during galaxy mergers and collisions. The fraction of stripped
stars is expected to be a function of the halo mass, with more massive
haloes containing a larger fraction of the diffuse halo emission13,14,24.
On galaxy cluster scales, the diffuse intracluster light25,26 is a significant
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Figure 1 | The angular power spectrum of the unresolved near-infrared
background. Shown is the total power spectrum ‘2C‘=2p of SDWFS at 3.6mm
(a) and 4.5mm (b) as a function of the multipole moment ‘. The corresponding
angular scale 2p=‘ is listed on the upper x axis in units of arcminutes. SDWFS
imaging data were taken on the same field at four separate epochs in January
2004, August 2007, February 2008 and March 2008. Each epoch of data, taken
over 7 to 10 days, includes 4,300–4,900 IRAC frames that were combined to
make mosaics using the self-calibration algorithm17. The total integration time
is 6 min per pixel. These individual frames were first visually inspected and
cleaned of artefacts such as asteroidal trails and hot pixels. Through cross-
correlations between sum and difference maps between epochs, we make
independent measurements of the sky signal and noise. The final power
spectrum (filled circles) is the average of the multi-epoch cross-correlation data
under the assumption that the instrumental noise is not correlated between
epochs. The two shaded regions show the expected contribution from z . 6
galaxies19 (blue) and low-redshift galaxies7 (yellow) based on two model
predictions in the literature. The lines shows a diffuse IHL model where we
show the signal in terms of the total (solid), one (dashed-dotted) and two
(dotted) halo terms. The dashed line is the best-fit shot-noise signal that
dominates the anisotropies at small angular scales. In a and b, the error bars are
1s uncertainties in the power spectrum. They are determined by propagating
the errors from the beam measurement into the power spectrum, while the
simulations, based out of noise measurements, were used to obtain
instrumental and sky variance. The quadratic sum of these errors and the map-
making transfer function uncertainty constitutes the final error estimate.
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Figure 2 | The IHL fraction from diffuse stars as a function of the halo mass.
The dark and light blue shaded regions show the 95% and 68% range of
intrahalo light fraction fIHL relative to the total luminosity of the dark-matter
haloes as a function of the halo mass M from an analytical prediction14, valid for
fIHL . 4 3 1024 and M . 5 3 1010 M[ and at z 5 0. We show the case where
dark matter subhaloes on orbits passing within a critical radius of the host halo
centre contribute their light to the central galaxy rather than to the diffuse
component. We also show a prediction where fIHL is constant13, due to dwarf
galaxies that are completely destroyed, with a value of ,0.005 when
M = 5|1011 M8 (solid line fixed at fIHL 5 5 3 1023). The downward arrow
indicates the possibility that the constant fIHL value for low-mass haloes may be
smaller at higher redshifts. The red and orange hatched regions at the bottom of
the plot are the preferred 68% and 95% confidence level range, respectively, on
fIHL from our analysis of the SDWFS near-infrared anisotropy power spectrum.
The mass range is determined by the minimum and maximum halo masses
consistent with the halo model fit that includes the IHL component. Both the
mass and fIHL ranges are valid over the broad redshift interval from z 5 1 to 4
over which the anisotropy signal is generated. We do not find a significant halo
mass dependence on the IHL fraction, with the mass-dependent power-law
having a value of 0.09 6 0.01 between 109 and 1012 M8 (see Supplementary
Information section 9), consistent with the possibility that fIHL is mass
independent13 when M = 5|1011 M8. Our model requires the total
luminosity/halo-mass relation to evolve with redshift as (1 1 z)1.2 6 0.1. This
luminosity evolution with redshift can also be absorbed into the evolution of
fIHL(M) with redshift. For reference, we also show measurements (open
diamonds) and 1s errors of the intracluster light26, the galaxy group and cluster
analogue for IHL when Mw5|1013 M8. At halo masses around 1012 M8 we
show (red arrows) the 95% confidence level upper limit on fIHL estimated for
Milky Way29 and Andromeda (M31)30.
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such that we do not need to invoke a new population of point sources on
the sky to explain the observations.

While keeping the shot-noise level the same, the measurements can
be explained by any physical effect that boosts the two-halo term of the
halo model of galaxy clustering22. One possibility is to increase the halo
masses of the faint, dwarf galaxies so that their clustering amplitude is
increased with a corresponding increase in their large-scale bias factor22.

The required modification needed to explain the fluctuation data is,
however, ruled out by the measured number counts and the redshift
distribution7. Because intensity anisotropies are measured, another
option is to introduce a luminosity component to the dark-matter
haloes that remain unmasked when the hosted bright galactic disks
are masked as part of the analysis. Such a possibility exists in the
literature in the form of diffuse halo stars in the extended stellar profile
of galaxies out to distances of 100 kpc (ref. 23). In our anisotropy
measurements, we mask the faintest detected galaxies to 3–4 arcsec,
which removes the light from the bulges and disks of those galaxies. To
remove the diffuse light component, we would have to mask to a radius
greater than 10 arcsec around each galaxy. The surface density of
galaxies down to AB-magnitude mAB , 22 at 3.6mm is such that we
expect 2 to 3 galaxies within a circle of radius 10 arcsec. Thus masks
which successfully remove the diffuse component leave no pixels on
the map from which to measure the anisotropy power spectrum.

Existing studies discuss this extended emission in terms of the diffuse
intrahalo light (IHL)15, explained as originating in tidally stripped stars
produced during galaxy mergers and collisions. The fraction of stripped
stars is expected to be a function of the halo mass, with more massive
haloes containing a larger fraction of the diffuse halo emission13,14,24.
On galaxy cluster scales, the diffuse intracluster light25,26 is a significant
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Figure 1 | The angular power spectrum of the unresolved near-infrared
background. Shown is the total power spectrum ‘2C‘=2p of SDWFS at 3.6mm
(a) and 4.5mm (b) as a function of the multipole moment ‘. The corresponding
angular scale 2p=‘ is listed on the upper x axis in units of arcminutes. SDWFS
imaging data were taken on the same field at four separate epochs in January
2004, August 2007, February 2008 and March 2008. Each epoch of data, taken
over 7 to 10 days, includes 4,300–4,900 IRAC frames that were combined to
make mosaics using the self-calibration algorithm17. The total integration time
is 6 min per pixel. These individual frames were first visually inspected and
cleaned of artefacts such as asteroidal trails and hot pixels. Through cross-
correlations between sum and difference maps between epochs, we make
independent measurements of the sky signal and noise. The final power
spectrum (filled circles) is the average of the multi-epoch cross-correlation data
under the assumption that the instrumental noise is not correlated between
epochs. The two shaded regions show the expected contribution from z . 6
galaxies19 (blue) and low-redshift galaxies7 (yellow) based on two model
predictions in the literature. The lines shows a diffuse IHL model where we
show the signal in terms of the total (solid), one (dashed-dotted) and two
(dotted) halo terms. The dashed line is the best-fit shot-noise signal that
dominates the anisotropies at small angular scales. In a and b, the error bars are
1s uncertainties in the power spectrum. They are determined by propagating
the errors from the beam measurement into the power spectrum, while the
simulations, based out of noise measurements, were used to obtain
instrumental and sky variance. The quadratic sum of these errors and the map-
making transfer function uncertainty constitutes the final error estimate.
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Figure 2 | The IHL fraction from diffuse stars as a function of the halo mass.
The dark and light blue shaded regions show the 95% and 68% range of
intrahalo light fraction fIHL relative to the total luminosity of the dark-matter
haloes as a function of the halo mass M from an analytical prediction14, valid for
fIHL . 4 3 1024 and M . 5 3 1010 M[ and at z 5 0. We show the case where
dark matter subhaloes on orbits passing within a critical radius of the host halo
centre contribute their light to the central galaxy rather than to the diffuse
component. We also show a prediction where fIHL is constant13, due to dwarf
galaxies that are completely destroyed, with a value of ,0.005 when
M = 5|1011 M8 (solid line fixed at fIHL 5 5 3 1023). The downward arrow
indicates the possibility that the constant fIHL value for low-mass haloes may be
smaller at higher redshifts. The red and orange hatched regions at the bottom of
the plot are the preferred 68% and 95% confidence level range, respectively, on
fIHL from our analysis of the SDWFS near-infrared anisotropy power spectrum.
The mass range is determined by the minimum and maximum halo masses
consistent with the halo model fit that includes the IHL component. Both the
mass and fIHL ranges are valid over the broad redshift interval from z 5 1 to 4
over which the anisotropy signal is generated. We do not find a significant halo
mass dependence on the IHL fraction, with the mass-dependent power-law
having a value of 0.09 6 0.01 between 109 and 1012 M8 (see Supplementary
Information section 9), consistent with the possibility that fIHL is mass
independent13 when M = 5|1011 M8. Our model requires the total
luminosity/halo-mass relation to evolve with redshift as (1 1 z)1.2 6 0.1. This
luminosity evolution with redshift can also be absorbed into the evolution of
fIHL(M) with redshift. For reference, we also show measurements (open
diamonds) and 1s errors of the intracluster light26, the galaxy group and cluster
analogue for IHL when Mw5|1013 M8. At halo masses around 1012 M8 we
show (red arrows) the 95% confidence level upper limit on fIHL estimated for
Milky Way29 and Andromeda (M31)30.
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Summary
• Gamma-ray observations constrain EBL with various 

techniques. 

• But, VHE distant sources show unexpected spectral 
hardening. 

• It may not be straightforward to constrain EBL further 
through gamma-ray observations of blazars. 

• Direct EBL measurement is hampered by foreground 
emission (x~100 times higher flux). 

• Another component appears in angular power spectrum.
21




