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LST Status

1st LST is under 
construction for the 
CTA Northern Array at 
La Palma, Spain 

Camera, mirrors, and 
auxiliary systems are in 
the final development 
and testing phase 

LST First light is 
scheduled in 2018
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1st Large-Sized Telescope under construction at 
Roque de los Muchachos Observatory, La Palma, Spain 
As of Feb 17, 2018 (~2400 m a.s.l)

Credit: Thomas Schweizer
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Fig. 2. Spectral energy distribution of the Crab Nebula from 100 MeV to ∼30 TeV 
obtained by Fermi-LAT and MAGIC, together with the fit results from other γ -ray ex-
periments. The black arrow indicates the systematic uncertainty on the energy scale, 
whereas the shaded area indicates the systematic uncertainty on the flux normal-
ization and the photon index. The solid red line is the log-parabola fit to the MAGIC 
data alone (the same as in Fig. 1). (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.)

Crab Nebula emission is a log-parabolic shape, we estimate the 
position of the IC peak by a log-parabola fit to the data. In all fits 
described below we take the correlations between MAGIC spec-
tral points into account and consider only statistical errors unless 
stated otherwise. The fit to the MAGIC data alone can locate the IC 
peak and doing so results in (103± 8) GeV (χ2

red = 20/11), consis-
tent with the earlier single telescope MAGIC result ((77± 47) GeV, 
Albert et al., 2008a). A more robust fit result is obtained by con-
sidering of MAGIC and Fermi-LAT spectral data together since they 
cover both sides of the IC peak. We, therefore, perform a joint 
fit to the MAGIC and Fermi-LAT spectral data points starting from 
1 GeV, corresponding to the energy of the lowest spectral point 
of the Fermi-LAT spectrum where the IC contribution dominates 
over synchrotron emission. The best fit result (χ2

red = 82/27) is 
shown as dashed line in Fig. 3. It results in an IC peak position 
at (53± 3) GeV.

In the following we investigate how systematic uncertainties of 
the instruments may alter the fit result. First, we include an ad-
hoc point-wise flux uncertainty to MAGIC data. We would need an 
additional point-wise flux uncertainty of >25% in order to obtain 
an acceptable fit with a probability larger than 5%. Such ad-hoc 
uncertainty exceeds both MAGIC and Fermi-LAT systematic errors
on the flux normalization. Second, we allow a shift in the energy 
scale of the MAGIC data relative to the Fermi-LAT data,12 the best 
fit (χ2

red = 74/26) locates the IC peak at (69 ± 7) GeV, for a +11% 
shift. Third, we consider bracketing cases in the MAGIC systematic 
uncertainty in the energy scale (15%), in the MAGIC flux normal-
ization (11%), in the Fermi-LAT flux normalization (5%), and in the 
Fermi-LAT energy scale (+2% and −5%). The resulting IC peak posi-
tions using any combination of the considered uncertainties range 
from 40 GeV up to 84 GeV. Thus, we determine the IC peak po-
sition to (53 ± 3stat + 31syst − 13syst) GeV including the systematic 
uncertainties of the two instruments and assuming that the peak 
can be described by a log-parabola. However, none of the combi-
nations (fits performed) resulted in an acceptable fit quality. The 
highest fit probability obtained is 10−5. We, therefore, conclude 
that the quality of the data presented here shows clearly that the 
log-parabola cannot be used to describe the IC peak over an energy 

12 We consider Fermi-LAT to be better calibrated since it was absolutely calibrated 
with test beams at CERN before launch (Atwood et al., 2009 ), whereas there is no 
test beam for the IACT technique.

Fig. 3. Spectral energy distribution of the Crab Nebula obtained by Fermi-LAT and 
MAGIC. The two lines indicate the results of the fits to the combination of Fermi-LAT 
and MAGIC spectral points, see text for details.

range spanning four decades even considering systematic uncer-
tainties of MAGIC and Fermi-LAT.

To further conclude on the actual IC peak position we inves-
tigated different fit ranges and also looked for a spectral model 
which better reproduces the new observational results. We find 
that the log-parabola is a good fit (χ2

red = 14/13) if considering 
data in a small region around the peak only, namely between 
5 GeV and 500 GeV: The IC peak is then at (51 ± 11) GeV. To im-
prove the likelihood of the fit in the whole IC component regime 
(1 GeV–30 TeV), we considered functions with extra free param-
eters. The most satisfactory fit is achieved using a modified log-

parabola function: E2 × dN/dE = 10
log f0+C

(
log

(
E

E IC

))a

. Such a fit 
function, with one more free parameter a than a log-parabola dis-
cussed above, provides acceptable results with a χ2

red = 35/26, 
locating the IC peak at E IC = (48 ± 2) GeV. The resulting ex-
ponent a = 2.5 ± 0.1 produces a flatter peak than the one ob-
tained by the canonical quadratic function, see both fit functions 
in Fig. 3. The other fit parameters are: C = −10.248 ± 0.006 and 
log( f0) = −0.120 ± 0.008, both in units of [log(TeV/cm2/s)]. Also 
a power law function with a sub-exponential cutoff E2 × dN/dE =
N0

(
E

E0

)−α
exp (−E/Ecutoff)

β provides an acceptable fit (χ2
red =

39 /26) with N0 = (6.8 ± 0.6) TeV cm−2 s−1, α = 1.59  ± 0.02, 
Ecutoff = (20.8 ± 3.9 ) GeV and β = 0.285 ± 0.006. The maximum 
in such mathematical approximation is reached at 76 GeV.

Even though the fit functions above provide a good fit to the 
joint data set without any shift in energy scale or flux normal-
ization, they are not physically motivated. We note that the fit 
functions and fit ranges we exploited here yield a peak position 
within the systematic uncertainties of the log-parabola fit stated 
above.

3.3. The light curve

In this section we present the light curve above 300 GeV from 
the Crab Nebula. This is meant to check the flux stability on time 
scales of days. The results are presented in Fig. 4, which shows the 
MAGIC daily fluxes between October 15, 2009  and April 6, 2011, 
where the error bars indicate statistical (shown in black) and sys-
tematic errors (the combined error is shown in grey). The average 
flux above 300 GeV F>300 GeV is:

F>300 GeV = (1.20 ± 0.08stat ± 0.17sys) × 10−10 cm−2 s−1

The systematic error on the integral flux is estimated to be 14%, 
excluding any possible shift in the energy scale. The derived Crab 

The More Photons, the Lower Threshold & Higher Sensitivity

Night-sky background is dominant for lower-energy gamma rays 

Larger mirror area or higher photodetector efficiency lowers the trigger energy 
threshold → higher sensitivity
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Winston Cones

Cherenkov camera = Winston cones + Photomultiplier Tubes (PMTs) + Front-
end Elec. + Back-end Elec. 

Hexagonal Winston cones cover the whole camera to maximize the collection 
efficiency and to reduce BG photons
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http://www.mpi-hd.mpg.de/hfm/HESS

H.E.S.S. II Camera Winston Cones

Event Ex.



ROBAST

ROOT-based simulator for ray tracing (ROBAST) 

Developed for cosmic-ray and gamma-ray telescopes with use of the ROOT Geom library 

Open source
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https://robast.github.io

https://github.com/ROBAST/ROBAST

Okumura+ (2015) Astropart. Phys.

https://robast.github.io
https://github.com/ROBAST/ROBAST
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Winston Cones

Invented by Winston (1970) a.k.a. Compound Parabolic Concentrators (CPCs) 

In 2D space, Winston cones ideally work (100% for θ < cutoff, 0% for θ > cutoff ) 

Not ideal for PMT arrays
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Okumura (2012) Astropart. Phys.
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Bézier-Curve Profile

Inclined parabola (conventional Winston cones) is not ideal for hexagonal pixels 

Use of a Bézier curve profile → higher collection efficiency & sharper cutoff
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Inclined Parabola Bézier Curve

Higher Col. Eff. 
Sharper Cutoff

Okumura (2012) Astropart. Phys.



coating. The light source used in this comparison emits according
to the spectrum shown in Fig. 8. The collection efficiency shown
here refers to the efficiency of the light concentrator alone. In this
paper we do not discuss the additional effect of an eventual
entrance window on the camera since there are multiple possible
solutions that go from thin individual windows on top of single
pixels (e.g. 0.7 mm-thick windows) to a common entrance window
to the whole camera (e.g. a 3 mm-thick window). Depending on
the thickness of the material, one expects losses due to absorption
(with a thickness dependent cutoff) and due to the Fresnel reflec-
tion losses on the contact surfaces between air and the material
(which are of the order of 8%). Nonetheless, it should be considered
that the reflection losses can be compensated by an anti-reflective
coating and that a filter can be applied on the window to cut out
the wavelength region above 550 nm dominated by the NSB. In
the case of SiPM, the sensitivity stays higher than for PMTs in this
optical-IR region. The combined effect of the light funnels and win-
dow will be the subject of a future paper. There are additional Fres-
nel losses also on the silicon layer that protects the photosensor
also due to the different refractive index encountered by light.

4. Optical measurements of prototypes

A very important element in the design of the light concentrator
is the manufacturing of the substrate since this can severely affect
the properties and reflectivity of the coating. In our design we use
the standard plastic injection molding technique. Being an indus-
trial large scale production technique, each light concentrator sub-
strate can cost a few tenths of euro. The requirement in terms of
mechanical precision on the shape and the dimension of the light
concentrator are already quite demanding, but the most challeng-
ing requirement is on the roughness of the inner surface of the con-
centrator. The coating can just modify/enhance the reflectivity at
different angles and wavelengths, but the overall reflectivity is dri-
ven by the surface smoothness. The desired level of accuracy and
roughness was achieved by optimizing the molding injection and
polishing technique.

The coating deposition was also challenging since the technol-
ogy works perfectly on flat surface but it becomes difficult on
strongly curved surfaces as in our light concentrator. In order to
facilitate the deposit of the coating, the light concentrator is man-
ufactured in two halves and then assembled together after coating.
Fig. 11 shows a picture of one of the first prototypes of this
technique.

In order to verify that the proposed design achieves the require-
ments we tested several prototypes in an optical setup by measur-
ing the absolute collection efficiency at different wavelengths as a
function of the light incident angle. In this section we will show the
measurements corresponding to the optimized concentrator in
terms of geometrical design and coating.

The experimental set-up for this measurement was mounted on
an optical bench in order to have a perfectly aligned system. The
top panel in Fig. 12 shows the scheme of the set-up with the differ-
ent elements used while the bottom panel shows a picture. The
set-up is located in a dark room in order to protect against ambient
light. The light concentrator is placed on a motorized rotational
stage.5 This rotational mount offers high-precision motion and it is
used to study the angular dependency in the collection efficiency
of the light concentrator. The light concentrator is rotated sequen-
tially from 0! to 30! while illuminated by an LED. The light of the
LED is collimated by means of different optical elements in order
to have a planar wavefront at the entrance of the concentrator.
Fig. 13 shows the beam profile as measured at the entrance of the
concentrator. This profile was measured by taking a photograph in

Fig. 9. Simulated reflectivity as a function of wavelength, k, for a R-enhanced
Aluminum coating from Thin Film Physics. Three different incident angles are
shown.

Fig. 10. Collection efficiency of the light concentrator using ray-tracing simulations
for different coatings for a light source with spectrum as the one shown in Fig. 8.

Fig. 11. Prototype light concentrator manufactured with the injection molding
technique and coated in two halves separately.

5 Thorlabs: CR1-Z7.

J.A. Aguilar et al. / Astroparticle Physics 60 (2015) 32–40 37
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Okumura+ (2017) JINST
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with 25-mm Mask with 50-mm Cone

Okumura+ (2017) JINST
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Okumura+ (2017) JINST
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Measurement v.s. Simulation (465 nm)

ROBAST simulations 

‣ Rel. anode sensitivity 

‣ Collection efficiency 

Measured and 
simulated values are 
consistent within ~5% 
(points) for 465 nm 

Rel. anode sensitivity 
has a bump higher 
than 100% due to the 
angular dependence of 
the PMT sensitivity
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Simulated 
Rel. Anode Sens.

Simulated 
Col. Eff.

Okumura+ (2017) JINST
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365 nm and 310 nm

Performance at 365 and 310 nm is worse than that of 465 nm presumably because 
lower reflectance (~93–100%) of UV-enhanced ESR 

Not very consistent with a simulation (PMT angular dependency is different?) 

But still better by 5–10 points than Al coating cones
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365 nm 310 nm Okumura+ (2017) JINST



Conclusion

Developed new techniques to improve conventional 
Winston cones 
‣ ROBAST: New ROOT library for ray-tracing simulations 

‣ Use of Bézier-curve profile 

‣ UV-enhanced ESR (92–100% reflectance for 300–600 nm and 20–
70°) 

‣ Take into account the PMT characteristics in simulation and 
design 

Measured performance at 465, 365, and 310 nm 
‣ Rel. anode sensitivity of ~95% to ~105% for the most important 

angles 

‣ Better by 5–10 points than Al-coating cones
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